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Abstract – Zusammenfassung

Due to the environment-friendly lean premixed combustion gas turbines
exhibit an increased risk in generating thermo-acoustically induced combus-
tion oscillations. These oscillations can cause damage of combustor parts
and limit the stable operating range. The present work analyses the influence
of fuel supply impedance, the distance between fuel injection and flame
and fuel staging on the thermo-acoustic stability of a combustion system.
The flame-acoustic interactions are represented in form of a “multiple-input
single-output” (MISO) model. The model coefficients are determined using
transient Computational Fluid Dynamics (CFD) simulations with acoustic
broadband excitation and system identification. The results obtained are
implemented into an acoustic network model of the combustion system to
analyze the different impacts on the thermo-acoustic stability, especially the
fluctuating mixture of fuel and air and the flame front kinematics.

Stationäre Gasturbinen mit emissionsarmer, magerer Vormischverbrennung
neigen zu thermoakustisch induzierten Brennkammerschwingungen, die zur
Zerstörung von Bauteilen führen können. In der vorliegenden Arbeit wird
der Einfluss der akustischen Impedanz der Brennstoffleitungen, der rela-
tiven Lage der Brennstoffeindüsung zur Flamme, und der Brennstoffstu-
fung auf das thermoakustische Verhalten eines Verbrennungssystems unter-
sucht. Die Wechselwirkungen von Flamme und Akustik werden als ”multiple-
input single-output” (MISO) Modell dargestellt, die Modellkoeffizienten wer-
den mittels numerischer Strömungssimulation mit akustischer Breitbandan-
regung und Systemidentifikation ermittelt. Die Ergebnisse werden in ein
akustisches Netzwerkmodell des Verbrennungssystems integriert, um die
Auswirkungen der verschiedenen Effekte, insbesondere Schwankungen des
Brennstoff-Luftgemisches und Flammenkinematik, auf die Systemstabilität
zu untersuchen.
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s entropy [J/K]
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1 Introduction

1.1 Technology background: Electrical energy, efficiency and

environmental protection

In times of a worldwide increasing demand for electricity, the power industry
faces the challenge of ensuring the supply of economic and sustainable supply
of energy. According to the International Energy Agency [3] the global primary
energy demand will rise by about 50% between now and 2030. Over 70% of the
increase will come from the emerging countries, with China alone accounting
for 30%. Fossil fuels will still form the backbone of the electrical energy supply
and remain the dominant source of energy. Their share of the worldwide elec-
trical energy demand will slightly increase from 80% to 81% in 2030 [3]. Con-
sidering the limited reserves of raw material, the goal of an economic supply of
electrical energy becomes a challenging task, assuming that fossil fuel prices
will increase in the long run. Also an sustainable production of electricity is
difficult to achieve given that burning fossil fuels raises the concentration of
greenhouse gas carbon dioxide (CO2) and other air pollutants such as unburnt
hydrocarbons (UHC), sulfur oxide (SOx), carbon monoxide (CO) and nitrogen
oxide (NOx), especially nitric oxide (NO). The effects of the pollutants include,
among others, global warming and acid rain (see e.g. Turns [128]).

Protecting the climate and natural resources will therefore play an increasing
role in the prospective utilization of fossil fuels. The European Union has re-
cently decided to reduce greenhouse gases by 20% until 2020 (compared to
1990). To achieve high supply dependability, cost effectiveness and environ-
mental sustainability, the German power generation industry, for instance, fo-
cuses on an energy mix. The energy mix consists of coal, nuclear power, nat-
ural gas and renewable energies. In this context, electrical power production
using combined-cycle plants plays an increasing role. According to the ”Ver-

1



Introduction

band der Elektrizitätswirtschaft” (VDEW) [1], their share in Germany doubled
from 5% in 1995 to 10% in 2005, whereas the net electrical energy produc-
tion increased from 437× 106 kWh to almost 536× 106 kWh. An advantage of
combined-cycle plants burning natural gas is the low emission of CO2

1. Enor-
mous progress has been made in this area in terms of emissions and efficiency
in the past few decades. With an achieved increase of the degree of efficiency
by about 20%, the required amount of fuel has been decreased to achieve the
same power with a reduction in corresponding emissions.

As a consequence to tighter emission legislation the development of gas tur-
bine combustion systems is mainly driven by the aim to reduce NOx and CO
emissions and to further increase efficiency. A high degree of thermal effi-
ciency can be reached with a high and uniformly distributed temperature of
the exhaust gases at the inlet of the turbine. However, to reduce the amount
of NOx [66] it is favorable to realize a minimum possible combustion temper-
ature. The ideal flame temperature would therefore lie above but close to the
lean extinction level, which corresponds to a lean air/fuel mixture. In addi-
tion to the dependence on temperature, the NOx and CO production depends
also on the residence time in the combustor. Low emissions can be ensured by
low residence times. This can be achieved by increasing the burning velocity,
which in turn results in compact combustion chambers.

State-of-the-art gas turbines are therefore equipped with low-emission lean
premixed and compact combustors with flame temperatures far below the
stoichiometric flame temperature. A drawback of these combustion systems is
that they exhibit an increased risk in generating thermo-acoustically induced
combustion oscillations. Such oscillations, which have been a well-known
problem since the early days of gas turbine development, are due to the strong
coupling between fluctuations of heat release rate and pressure and can cause
mechanical and thermal damage and limit the operating range. The preven-
tion of this phenomenon has become an important design target for gas tur-
bine combustors.

1SOx, for example, does not play a role as these emissions presume a combustion of fuels with a higher sulfur-
content, such as coal or low-quality oils.

2



1.2 Thermo-acoustic instabilities

1.2 Thermo-acoustic instabilities

The interaction between acoustics and the combustion process has been
known for a long time. John LeConte [67] described his observations during
a visit of a private musical entertainment in 1858. He noticed that the flame
of two ”fish-tail” gas burners exhibited pulsations in height, which were syn-
chronous with the audible beats. In his publication, he mentioned that even
”a deaf man might have seen the harmony”.

In terms of gas turbine combustion the mechanisms of the interaction be-
tween the flame and an acoustic wave are manifold. The physical mechanism
responsible for thermo-acoustic instabilities is the transformation of fluctu-
ating energy released in unsteady combustion into acoustic energy. The basis
for this process is the flame, which transforms the internal enthalpy of the
cold fresh gas to the internal enthalpy of the products. The enthalpy differ-
ence between products and educts is released in form of heat. In other words
the flame expands the volume thermally and thus acts as a volume source. As a
consequence a fluctuating flame is a fluctuating source of volume and there-
fore an acoustic source.
A fluctuating flame can be caused by natural flow phenomena – turbulent flow
field or natural coherent structures – and by the acoustics of the entire com-
bustion system. The turbulent reacting flow field induces a fluctuating heat
release rate and emits broadband noise. Natural coherent structures in the
shear layers at the burner outlet lead to a modulation of the convective trans-
port of fresh gas to the flame, which also results in a fluctuating heat release
rate. Nevertheless, the dominant mechanisms of combustion oscillations are
due to the acoustic field, which depends on the design of the entire gas tur-
bine, including the compressor, the combustion chamber and the turbine.
Figure 1.1 presents a simplified model of a practical premixed swirl-stabilized
combustion system and the corresponding acoustic perturbations which af-
fect the heat release rate of the flame.

The model, shown in the upper part of Fig. 1.1, contains the plenum, the mix-
ing section, the fuel supply, the swirler and the combustion chamber. The up-
stream (US) and downstream (DS) part, the compressor and the turbine, and

3
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Figure 1.1: Overview of the acoustic interaction of the flame

the fuel injection stages i , i = 1, ..., N , where N denotes the total number of
fuel injectors in the system, are represented by their acoustic characteristics
in form of the acoustic impedances ZUS, ZDS and Zi

2. The downstream part of
the figure presents an overview over the different impacts of the acoustics on
the heat release rate. Following Ducruix et al. [27], Fleifil et al. [29] or Lawn and
Polifke [65] the overall heat release rate is expressed as

Q̇ =
∫

ρu △H Σ st dV , (1.1)

where ρu is the unburnt gas density, △H the enthalpy or heat of reaction per
unit mass of the mixture, Σ the flame surface per unit volume, st the turbu-
lent flame speed and V the volume. The heat release rate fluctuations can be

2The acoustic impedance Z is defined as the ratio of acoustic pressure and velocity and is a description of the
local acoustic field.
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1.2 Thermo-acoustic instabilities

decomposed in the linear regime into separate contributions of fluctuating
unburnt density, heat of reaction, flame area and flame speed:3

Q̇ ′

¯̇Q
≈
ρ′

u

ρ̄u

+
△H ′

△H̄
+

A′

Ā
+

s ′t

s̄t

. (1.2)

Here, A denotes the total flame front area. The total heat release rate can thus
be described as a superposition of the individual effects. The fluctuations of
the unburnt density in Eqn. (1.2) can usually be neglected in typical lean-
premixed combustion systems burning hydrocarbon fuels at low Mach num-
bers.

For practical premixed flames, two dominant interaction mechanisms be-
tween heat release rate and acoustic fluctuations have been identified:

1) flame front kinematics, i.e. the time-delayed adjustment of flame
shape, flame surface area and flame position to a change in the ve-
locity of the flow through the burner u′

b
. These fluctuations result

in kinematic perturbations, which are convected along the flame
front [11, 13, 22, 29, 65, 68, 121]. The acoustic velocity fluctuation u′

b

also influences the local turbulent flow field, especially in the shear
layer within and beyond the burner, which can modulate the turbu-
lent burning velocity and thus the fuel consumption rate [76, 90]. At
large amplitudes, vortical disturbances of the flow, induced by acoustic
oscillations, can manifest themselves as large-scale vortex structures.
They strongly influence the mixing of fresh fuel/air mixture and hot
combustion products and thereby the heat release rate. Vortices ob-
served during combustion oscillations can also be due to hydrodynamic
instabilities [94]. They have an impact on the local turbulent burning
velocity and can enhance or reduce the combustion process or even lead
to local quenching of the flame.

3Acoustic fluctuations are throughout this work denoted by an apostrophe ′, whereas mean values are repre-
sented by an overbar .̄
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2) equivalence ratio fluctuations (φ′
i ): they are created by fluctuations of

the air mass flow past the injector i or of the pressure at the injec-
tor i . These inhomogeneities are transported convectively to the flame,
where they lead to a modification of the enthalpy of reaction per unit
volume of the mixture (△H), laminar (sL) and turbulent burning ve-
locity (st ), flame position and hot gas temperature (”entropy waves”)
[14, 31, 53, 71, 99, 101, 107, 112].

The acoustic pressure (p ′
f l

) and velocity (u′
f l

) at the flame front could also
modify the heat release rate. Their influence is rather small in practical appli-
cations like gas turbines or domestic heaters and can therefore be neglected.
Other effects, like a fluctuating swirl, which changes mainly the flame area,
can also play a role but are not considered explicitly in the present work.

All effects mentioned lead to fluctuations in the heat release rate and thus to
a fluctuating volume expansion, which result in acoustic fluctuations (p ′, u′).
As shown in Fig. 1.1, the acoustic waves caused by the flame travel through the
combustion system and are partly reflected at the gas turbine parts, which are
located upstream and downstream of the combustion chamber. The ampli-
tude and phase of the reflection are determined by the acoustic characteris-
tics in terms of the impedance at the outlet of the compressor or at the inlet of
the turbine. The reflected waves are causing acoustic fluctuations at the flame
front, at the burner outlet and at the location of fuel injection, which give rise
to a direct or time-delayed response of the flame. The acoustic pressure fluc-
tuations in the vicinity of the flame and the fluctuating heat release rate form
therefore a thermodynamic feedback cycle, which is closed by the acoustics of
the combustion system. Whether the cycle excites or damps possible combus-
tion oscillations depends on the phase shift between the two characteristics
and is known as the Rayleigh criterion. According to Lord Rayleigh [105], who
discovered this correlation in the 19th century, the conditions for the occur-
rence of instabilities are met, when heat is released at the moment of greatest
compression. In other words a combustion oscillation can occur if pressure
and heat release rate fluctuations are in phase, i.e. the integral of the product
of pressure and heat release rate fluctuations over a oscillation period Tper is

6



1.3 Control of thermo-acoustic instabilities

positive:

∮t+Tper

t

∫

Vcc

p ′(x, y, z, t )Q̇ ′(x, y, z, t )dV d t > 0. (1.3)

The integration in Eqn. (1.3) is performed spatially over the combustion
chamber volume Vcc . A positive Rayleigh integral is a necessary, but not suffi-
cient condition for the occurrence of combustion instabilities. The generated
energy of the thermo-acoustic process has to outweigh the acoustic losses in
the system and the radiation of the oscillation energy over the boundaries.

To realize a low-oscillation combustion chamber three main possible ap-
proaches can be deduced from the latter consideration:

• Increase of the damping characteristics of the combustion system

• Reduction of the heat release rate fluctuations in the combustion cham-
ber

• Favorable modification of the phase relationship between fluctuations of
pressure and heat release rate

1.3 Control of thermo-acoustic instabilities

Beside the fact that many different methods were developed to suppress
thermo-acoustic oscillations, the prediction of these instabilities in the early
design stage is still a challenging task. Following the three approaches men-
tioned, the manifold strategies to reduce unwanted pressure oscillations and
to control possible thermo-acoustic oscillations can be divided into active
and passive control mechanism.

Active feedback control involves an actuator, which modifies certain param-
eters of the system in response to a measured signal. In many cases the fuel
mass flow is modulated to counteract the heat release rate perturbation that
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drives oscillations [17, 123]. Shcherbik et al., for example, applied harmonic
modulation of the fuel injection rate with an open-loop active control system
consisting of a pressure sensor and a fast response actuating valve [123].
A general overview about different methods is given by Dowling and Mor-
gan [25]. Most active control methods belong therefore to the third approach
in modifying the relationship between pressure and heat release rate. A
possibility to reduce the heat release rate fluctuations is to enhance flame
stabilization. This can be achieved using pilot flames, which are adjusted
to the conditions of the different operation regimes. The method of using
pilot flames is often a compromise between stability and reduced emission
performance. An example of this approach, which comprises an actuator in
the pilot gas system and a control algorithm, is described in Seume et al. [122].
A disadvantage of active control methods is the requirement of significant
numbers of sensors and actuators and a robust control algorithm, which has
an impact on complexity, cost and geometry of the gas turbine system.

Passive methods focus on the design optimization of different parts of the
combustion system. A reduction of high pressure oscillations can be achieved
by simply damping the amplitudes in the combustion chamber by Helmholtz
resonators or λ/4 tubes [8,70,109]. The performance of these devices depends
on their geometrical dimensions, their number and their arrangement in the
system. As in other passive control devices, the damping performance is lim-
ited to a certain frequency range. Generally speaking, it can be stated, that a
damper acting on a wider frequency band width has a lower damping perfor-
mance.
To reduce the response of the flame various researchers use elliptic burner
exit cross-sections [9, 89, 99]. According to Paschereit and Gutmark [89] the
changed burner exit design mainly reduced the evolution of large-scale co-
herent structures in their combustor test rig. In the same work they reported
also the positive effect of miniature vortex generators in separating shear lay-
ers, which were used in the range of high and low frequency instabilities
to suppress small-scale vortices produced at the burner exit by the Kelvin-
Helmholtz instability. Berenbrink and Hoffman [9] used asymmetric burner
outlets (ABO), which showed a similar behavior. ABOs cause asymmetric flow
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fields and shear layer distribution and reduce the feedback of symmetric ring
vortices. In addition Polifke et al. [99] mentioned that a wider distribution of
the time lags – a larger standard deviation – generated by an elliptical burner
outlet could reduce combustion oscillations.
Other passive methods focus on a phase change of various characteristics of
the thermo-acoustic feedback loop. Following Berenbrink and Hoffmann [9],
detuning of multiple fuel injector combustors can improve the performance
of a full-scale gas turbine in preventing coherent feedback from all combus-
tion zones. This was realized by introducing cylindrical burner extensions
(Cylindrical Burner Outlet (CBO)) with different lengths and thus different
mean convective time delays to suppress possible burner-to-burner interac-
tions. Using CBOs the formation point of coherent structures was shifted to a
downstream location. In addition, the time lag from the fuel injection port to
the flame was increased. They stated that both, CBOs and ABOs, could be used
to substitute a certain amount of standard burners in an annular combustion
chamber and shift stable operation conditions to higher power outputs.
Instead of changing the burner design different convective time lags from the
point of fuel injection to the flame can be obtained by re-locating the point of
axial fuel injection, as described by Straub and Richards [125], Richards and
Straub [109] or Steele et al. [124]. Splitting the fuel between two or more in-
jection positions is also a common approach to extend the stable operation
regime [74, 117]. Scarinci and Halpin [117] showed that axial staging of the
heat release rate inside a Rolls-Royce industrial Trent gas turbine, which was
realized by an adjustment of the fuel splits, allows a wide turn down of the
flame temperatures and thus a direct influence on the amplitudes and fre-
quencies of combustion oscillations.
Richards et al. [106], Hobson et al. [43], Goldmeer et al. [37] and Lieuwen and
Zinn [72] demonstrated that the stability characteristics of the combustion
system could also be a strong function of the acoustic impedance of the fuel
supply. Richards et al. [106] showed that a change in the phase of the equiv-
alence ratio fluctuations, which can be achieved by adjusting the resonant
characteristics of the fuel supply system, could reduce pressure oscillations.
In a further analytical and experimental study [108] two fuel injectors hav-
ing a variable geometry were used to produce a different dynamic response
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of the flame. The resulting impedance mismatch prevents the injectors from
strongly coupling to the same acoustic mode and allows a further reduction of
occurring oscillations.

1.4 Intention and structure of this work

The idea to use multiple, staged fuel injectors with appropriately tuned in-
jector impedances represents a promising passive design strategy to reduce
unwanted combustion oscillations and to extend the stable operation range.
Fuel staging also allows a flexible operating method regarding fuel quality and
partial load requirements. An example of such a ”practical premixed com-
bustion system” with two fuel injection stages with impedances Zi , i = 1,2
is shown in Fig. 1.2.

Air

Z2

Fuel

Plenum
Fuel Supply

Mixing section

Combustion chamber

Swirler

Z1

Flame

Figure 1.2: Sketch of a combustion configuration with two fuel injectors

Although there are quite a few numerical and experimental studies, which ver-
ify the impact of this passive control possibility, experience has shown that it is
difficult to adjust the injector locations, impedances or both such that all pos-
sible modes of instability in a combustor are suppressed. Quantitative tools
to devise such a passive control strategy for gas turbine combustors are, up to
now, still missing.

In terms of thermo-acoustic analysis a physical understanding and an accu-
rate description of the flame dynamics is essential. The flame dynamics of a
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practical combustion system is mainly influenced by fluctuations of the mass
flow at the burner exit (flame front kinematics) and equivalence ratio, as de-
scribed in chapter 1.2. In the literature, both effects have often been discussed
separately. A significant body of work is concerned with the dynamics of per-
fectly premixed flames, where equivalence ratio fluctuations are absent, while
some of the early works on thermo-acoustic instabilities in practical premixed
combustors consider only equivalence ratio fluctuations. However, it should
be clear that several of the interaction mechanisms between flow, mixing, heat
release and acoustics will be active simultaneously. The overall flame response
is therefore a superposition of individual contributions (see Eqn. 1.2).

Retrospective of the mentioned issues, it becomes obvious that for the devel-
opment of such a passive control strategy a design tool is required which ac-
counts for the effect of multiple fuel injectors. The overall motivation and aim
of this work is therefore to develop a numerical design method and to deter-
mine design guidelines for combustion systems using multiple, staged fuel
injectors with tuned injector impedances.

A numerical investigation has the advantage that there is no need for a time
consuming and expensive test rig and the required measurement devices. In
addition, the experimental measurement of the flame dynamics of a practical
premixed combustion system is rather challenging as many of the flow param-
eters of interest can not be measured easily. An example is the determination
of the heat release rate fluctuations of a practical premixed flame using OH*
or CH* chemiluminescence signals. According to [64], the integral heat release
rate can be monitored by chemiluminescence only if an empirical correlation
between both exists, which implies a known integral heat release rate of the
flame. Another problem concerns the independent excitation of the air mass
flow and the mass flows in the fuel injection systems. On the other hand, the
disadvantage of numerical methods is that they rely on how well the physics
are described by the numerical models. This is especially disadvantageous if
the physics are as complex as the combustion - turbulence - acoustic interac-
tion.

To achieve the aims mentioned the following tasks can be deduced, which re-
flect the organization and structure of the present work:
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The work starts with an overview and discussion of the available numeri-

cal methods (chapter 2) to determine the thermo-acoustic characteristics of
combustion systems and the chosen strategy, which is a hybrid approach us-
ing Computational Fluid Dynamics, system identification and acoustic net-
work modelling.

On this basis, the following chapter deals with the basic equations of the

acoustics (chapter 3) and the simplifications used in this work.

Chapter 4 describes the basics of Computational Fluid Dynamics, including
turbulence and combustion models. It is followed by the presentation of the
system identification method for flame dynamics responding to more than
one disturbance signal (chapter 5).

The numerical combustion test rig used is then described with two and
three fuel injection stages in chapter 6, including the results of the numeri-

cal simulations and the identification of the flame dynamics. Furthermore,
the acoustic network model of the test rig and the parameter study analyzing
the different influences on the combustion stability is presented in chapter 7.

The work is completed with a short summary and conclusion (chapter 8).

1.5 Terminology and specification of the present work

Before the possible numerical calculation methods are evaluated in terms of
the tasks presented, the terminology and the main general specifications are
first reviewed.

In general, the field of gaseous combustion can be subdivided into three dif-
ferent technical processes, which are related to the mixing process of fuel and
air: premixed, non-premixed, or partial premixed combustion.

A combustion process is called premixed if the fuel and oxidizer are mixed
by turbulence for a sufficient time before the mixture is ignited. In a non-
premixed process, the oxidizer and fuel are injected separately into the com-
bustion chamber. The mixing and combustion process are directly coupled

12



1.5 Terminology and specification of the present work

and combustion takes place in regions of stoichiometric mixture. The par-
tial premixed process is therefore a combination of both. The diesel engine
is a good example, where several liquid fuel sprays are injected into hot com-
pressed air. Before auto-ignition occurs, the fuel evaporates and mixes par-
tially with the air. Thus, the beginning chemical reaction can be seen as a pre-
mixed process whereas the final burnout occurs mainly under non-premixed
conditions.

In the present work a so-called ”practical premixed combustion system” is
analyzed. It is characterized by inhomogeneous lean premixed conditions,
where natural gas is injected at one or multiple locations in the mixing sec-
tion as shown in Fig. 1.2. As in real gas turbines there is no choke between fuel
injectors and flame. In such a configuration and in contrast to perfect pre-
mixed conditions, local and temporal fluctuations of the fuel concentration
may be induced by acoustic fluctuations and must be taken into account. The
difference between perfect premixed, non-premixed and practical premixed
combustion systems is also shown in Fig. 1.3.

The fuel injectors of the practical premixed combustion system considered
in the present work are acoustically non-stiff. In other words, the pressure
drop between fuel plenum and mixing section is not sufficient to decouple the
acoustics of the fuel supply system from the acoustics of the entire combus-
tion system. This means the fuel mass flow through the fuel injectors may be
influenced by the acoustics and can vary in time. The flame of such a system
can therefore respond to equivalence ratio fluctuations, which are caused by
acoustic fluctuations in the mixing section at the location of fuel injection and

fluctuations in the fuel stream in the injector, and by mass flow fluctuations at
the vicinity of the burner exit.

The main motivation to develop a design tool and design guidelines for prac-
tical premixed combustion systems is to demonstrate how fuel staging and
differently tuned fuel impedances influences the overall thermo-acoustic be-
havior. Therefore a linear stability analysis is sufficient to accomplish the task.
A non-linear analysis, which is required to predict limit cycle amplitudes or
non-linear instability limits, is out of the scope of the present work.
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Air

Fuel Fuel

Air

Fuel

Air + Fuel

perfect premixed combustion

non- premixed combustion

practical premixed combustion

Figure 1.3: Sketch of premixed, non-premixed and practical premixed com-
bustion systems

A general ”condition” arises from the geometric extensions of the considered
combustion system in relation to the wavelength of interest. The flame re-
sponse exhibits low pass filter behavior in the frequency domain with a cut-off
frequency. For the combustion system analyzed, this frequency lies between
400 Hz and 800 Hz. The maximum frequency can then be restricted to 1000 Hz
in the present work. In addition, the burner configuration examined exhibits
small radial and circumferential extensions compared to the wavelength. The
problem can therefore be reduced to one-dimensional acoustics.
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A design tool should deliver results of various configurations in an adequate
time frame. An investigation about the impact of several parameters requires
multiple calculations or simulations. The overall computational effort of the
methods should be minimized and is considered as another specification.
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2 Numerical analysis of thermo-acoustic

instabilities

2.1 Overview of methods for thermo-acoustic stability analy-

sis

The analytical analysis of thermo-acoustic oscillations has first been de-
veloped to explain combustion instabilities of solid-propellant and liquid-
propellant rockets [18, 19]. In the area of gaseous fuels Merk [79] created a
comprehensive and universal basis for the analysis of thermo-acoustic os-
cillations. He was the first one, who developed a mathematical approach in
defining a transfer function, which relates the unsteady heat release rate to
fluctuating fluid properties. Merk demonstrated for several applications, such
as the Rijke tube or for premixed flames, that, with the help of the transfer
function, it is possible to determine the stability of combustion systems.

Thermo-acoustic phenomena can be described by the conservation equa-
tions – the mass and species conservation or the so-called continuity equa-
tion, the momentum and the energy equation. The possible mathematical
methods to determine the thermo-acoustic behavior of a system differ in hav-
ing a different degree of simplification of the conservation equations in the
time or frequency domain.

The most complex and expensive method is the numerical simulation of com-
pressible, turbulent and reactive flow using Navier-Stokes equations, which is
commonly associated with the term ”Computational Fluid Dynamics (CFD)”.
CFD simulations are, in general, based on a finite-volume method, which dis-
cretizes, like the finite-difference method, the differential quotient in the dif-
ferential equations. The advantage of this procedure, compared to other ap-
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proaches, is that the representative physical processes are only slightly simpli-
fied. This is especially advantageous because the coupling between the acous-
tics and the dynamics of the combustion process does not need to be mod-
eled. It follows implicitly from the solution of the non-linear partial differen-
tial equations.

The field of CFD can be characterized by three different modelling ap-
proaches. They range from the Direct Numerical Simulation (DNS), which
solves the Navier-Stokes equations explicitly on a very fine mesh, to meth-
ods, which simplify the equations by dividing the physical properties into
resolved and modeled quantities (Large Eddy Simulation (LES)) or rather in
mean and fluctuating quantities (Reynolds-averaged Navier-Stokes Equations

(RANS)). Whereas the LES still resolves large scale turbulent eddies and fil-
ters the small scale ones, the RANS approach computes primarily average val-
ues, without solving any turbulent quantities. In both methods closure mod-
els are required to calculate the unresolved turbulent structures. In the case of
combustion further simplifications and models are necessary to simulate the
complex chemical process as well as the interaction between chemical kinet-
ics and turbulence.
In the past a multitude of publications demonstrating the possibilities to sim-
ulate combustion oscillations using RANS or LES were published1. To name a
few, there are Murota and Ohtsuka [83], for example, for the determination of
instabilities of a premixed burner, Hantschk and Vortmeyer [39] for the anal-
ysis of self-excited oscillations in a non-premixed burner, Angelberger and
Veyante [4] for LES simulations of combustion instabilities of premixed flames
in consideration of mass flow and equivalence ratio fluctuations and Roux et
al. [111] for the comparison of experimental results, acoustic analysis and LES
simulation.

Using CFD it would be possible to determine the acoustic characteristics of
the combustion system – including the flame dynamics – with one method.
However, to obtain meaningful results, the geometry of the combustion sys-
tem has to be computed up to the point where, according to Schönfeld

1The use of DNS is, because of its immense computational effort, until now restricted to small and simple
simulation cases and not feasible for industrial and most scientific applications.
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and Poinsot [118], well defined boundary conditions can be defined. If the
impedance of the boundaries is known, it can be implemented using an ap-
proach which is described e.g. by Huber et al. [50]. For these cases the method
is suitable to predict the physically meaningful dominant eigenfrequencies
and limit cycle amplitudes. Also, the method has the advantage in not be-
ing restricted to the linear behavior of the flame nor to the compactness as-
sumption2, which often applies for flame transfer functions and matrices in
the frame of analytical or network models. On the other hand, a change of
the combustor design, e.g. of the fuel supply impedances, has an impact on
the flame response and the acoustics of the entire system. The method would
therefore require one simulation for every geometrical change.

Further simplifications regarding the physical phenomena always result in the
demand for an explicit model to include the coupling between acoustics and
combustion. The first step in simplifying the Navier-Stokes equations is to ne-
glect viscous effects and to linearize the main physical parameters such as
density, pressure, velocity and heat release rate. This means a decomposition
of the flow into a steady mean flow and small perturbations. Subtracting the
mean part and neglecting higher order terms of fluctuating variables yields
the linearized Euler equations for pressure, velocity and density. Combining
the linearized Euler equations and neglecting mean flow effects, which is a
feasible assumption in the low Mach number regime, leads to the inhomoge-

neous wave equation.

The inhomogeneous wave equation is commonly solved using a finite el-

ement method, which is based on the discretization in terms of the ansatz
functions. These functions are defined on individual elements in the domain
and approximate the solution. Pankiewitz and Sattelmayer have shown in
several publications [87, 88] that this approach can be applied to analyze the
thermo-acoustic behavior of large and complex geometries, such as annular
combustion chambers. Another advantage is the fact that the method does
not require any assumptions about the coupling of different modes. When
non-linearities, such as saturation effects in the combustion process, are

2An acoustic element can be considered as compact if its geometrical length l is much smaller than the short-
est wavelength λw , l ≪λw .

19



Numerical analysis of thermo-acoustic instabilities

included it is possible to reproduce limit cycle oscillation. The difficulty of
the method lies in the description of the source term of the reaction rate. Ad-
ditional flow effects or driving mechanisms for oscillations, like equivalence
ratio fluctuations, can only be determined indirectly. Pankiewitz therefore
suggested a hybrid approach using a finite element method to simulate the
pure acoustics of the combustion system while the flame behavior is provided
externally through experiments or CFD. Furthermore, pressure losses or
damping in the system cannot be realized in a straightforward manner.

The Galerkin method or the Green’s function technique are further numerical
approaches to solve the inhomogeneous wave equation. In the first method
the acoustic pressure can be expanded in a Galerkin series of trial functions.
The elements of the trial functions are commonly represented by the am-
plitudes of the pressure perturbations and the acoustic eigenfunctions of
the homogeneous wave equation. Thus, the detailed knowledge of the mode
shapes and geometry without mean flow and heat release has to be known a
priori. This could be done by calculating the analytical solution or by using
software tools for more complex geometries. The calculation of the acoustic
pressure field reduces to solve a set of ordinary differential equations. The so-
lution tracks in time whether the amplitude of each mode will grow or decay.
Dowling and Stow [26] and Dowling [21] demonstrated that the form of the
coupling between the heat input and the unsteady flow has a critical effect on
the frequency of oscillations. They suggested a multiple-term Galerkin series
expansion to determine the frequency shift for unsteady combustion. Also,
Krebs et al. [59] used the Galerkin method to analyze the thermo-acoustic
behavior of annular combustors and stated that by using this method even
the coupling of different modes could be taken into account. In the second
technique mentioned, the harmonic heat perturbation term is represented
by a Green’s function. If formal coupling between flow perturbations and
heat release rate fluctuations is considered, the use of the Green’s function
simplifies the inhomogeneous partial differential equation to an integral
equation, which can be solved iteratively. To determine the one-dimensional
pressure perturbation generated by unsteady combustion Hedge et al. [41]
calculated the resonance frequencies by minimizing the magnitude of the
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Figure 2.1: Overview of common numerical thermo-acoustic calculation
methods

denominator in the Green’s function. Peracchio and Proscia [91] also took
advantage of the Green’s function in developing a non-linear parametric heat
release rate/acoustic model.

A further simplification comes from technical acoustics. Munjal [82] proposed
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to divide a complex system into a network consisting of simple elements.
Deuker [20] transferred this approach to the thermo-acoustic problem in the
field of gas turbines. Nowadays, the acoustic network model technique is a
widely used design tool and allows a fast and robust estimation of the thermo-
acoustic behavior for a multitude of combustion systems [23,46,58,61,70,101].
In the network model approach the acoustic behavior of each element is com-
monly described by a transfer matrix. A transfer matrix relates the acoustic
pressure and the velocity or the Riemann Invariants f and g between inlet
and outlet of the element. The superposition of the two Riemann Invariants f

and g , which travel in opposite directions, are a general solution of the wave
equation in the one- or two-dimensional case. A further limitation to plane
and harmonic waves and the presumption of certain mode shapes enables
the determination of the acoustic field and analysis of an acoustic system. The
connection of the elements finally results in an algebraic eigenvalue problem,
which can be solved analytically or numerically. As shown e.g. by Sattelmayer
and Polifke [113, 114], the dynamics of such a system can also be analyzed us-
ing methods derived from control theory. The latter approach enables the de-
termination of eigenfrequencies in the real frequency domain, which is nec-
essary when experimentally determined acoustic elements are used. In net-
work models the flame is commonly assumed to be a discontinuity of negligi-
ble thickness and can be represented by simple flame models. Flame transfer
functions obtained by experiment or CFD can also be implemented as a single
network element via the linearized Rankine-Hugoniot relations. Hubbard and
Dowling [47, 48] used network-like models to analyze the effect of different
analytical flame models or the impact of a Helmholtz resonator attached to
the plenum of a Rolls-Royce gas turbine. A model investigating some generic
aspects in relation to fuel supply impedances is reported by Hobson et al. [43].
Here, a CFD simulation was performed to obtain a time delay to optimize the
description of the flame response. Polifke et al. [101] investigated the interac-
tion between combustor acoustics and entropy waves using a network model.
The authors were able to verify that entropy waves at the exit nozzle can en-
hance or reduce thermo-acoustic stability of a combustor. The network model
technique was also successfully applied by Evesque and Polifke [28] and Ko-
pitz et al. [58] to two-dimensional geometries as annular combustion cham-
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bers. In the latter work, Kopitz et al. implemented an experimentally mea-
sured flame transfer function into a network model.

Another common approach is the use of analytical methods to analyze the
thermo-acoustic behavior of combustion systems. The developed models are
similar to the network technique but usually comprise very simplified esti-
mates of the geometry, the combustion mechanism and the flow physics. Ba-
sic physical effects on the combustion process using analytical approxima-
tions are the focus of various publications. Examples can be found in Fleifil et
al. [29], Lieuwen and Zinn [72], Hubbart and Dowling [48], Polifke et al. [101],
Sattelmayer [112], Cho and Lieuwen [15] and Richards et al. [106, 108].

A schematic classification of the methods presented is shown in Fig. 2.1. The
main differences between the described calculation methods lie in the various
degrees of simplification regarding the description of physical phenomena
and the calculation routine to find appropriate solutions. Generally it can
be stated that a higher degree of simplification corresponds to a reduced
computational effort and a reduced modelling accuracy. Another difference is
the fact that only CFD is able to model the acoustic-combustion interaction
– all other methods presented require a description of the flame dynamics
either through an analytical model or models derived from CFD simulations
or experiments (e.g. flame transfer functions).

The CFD simulation of the entire combustion system including plenum, mix-
ing section, injectors, swirler and combustion chamber, would therefore be
straightforward in the sense that only a method is sufficient to determine the
thermo-acoustic behavior of the system. As every design change requires a
new simulation, it is also the computational most expensive variant. The com-
putational effort for a parameter study, which is required for the present work
(see chapter 1.5), is unacceptable and therefore not considered any further.

Finite element methods, Galerkin or Green’s functions, which are useful tools
to analyze complex three-dimensional acoustic fields, do not have more ad-
vantages compared to acoustic network models, as the present work is re-
stricted to one-dimensional acoustics. They are also not taken into account
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in the following.

Simple approaches, however, which are based on analytical derivations, can
hardly be achieved because of the complexity of the combustion test rig
acoustics. In contrast to the latter, network models proved to be quite use-
ful in terms of calculation speed and flexibility to perform parameter studies.
They are therefore chosen in the present work to calculate the acoustics of the
practical premixed combustion system.

The network model approach requires a description of the flame dynamics. A
physically meaningful description of the practical premixed flame is essential
to determine the overall thermo-acoustic behavior of a combustion system.
The flame dynamics and its implementation into the acoustic network model
are discussed in detail in the following sections.

2.2 Flame dynamics of a practical premixed combustion sys-

tem

The flame dynamics of a practical premixed combustion system can be de-
scribed in the linear regime using a general analytical relation (see Eqn. (1.2)):

Q̇ ′

¯̇Q
∼

△H ′

△H̄
+

A′

Ā
+

s ′t

s̄t

=
φ′

φ̄
+

A′

Ā
+

s ′t

s̄t

. (2.1)

The individual terms on the right hand side can be related to the dominant
acoustic-combustion interaction mechanisms, which cause heat release fluc-
tuations immediately or after a certain time delay. Assuming that the flame
response to acoustic fluctuation of pressure at the flame can be neglected the
main mechanisms are due to acoustic fluctuations at the flame holder and at
the location of fuel injection as discussed in chapter 1.2. A sketch of a practi-
cal premixed combustion system with one fuel injector is shown in Fig. 2.2 to
clarify important parameters and locations in the following.

24



2.2 Flame dynamics of a practical premixed combustion system

Q'Q'
Air

φ'
i

u'b

Zi

X

xb
xF,i

u'u'A,iA,i

u'u'F,iF,i

Fuel

.

Figure 2.2: Sketch of a practical premixed combustion system, indicating im-
portant parameters and dimensions

2.2.1 Flame response to velocity fluctuations

The response of the flame to fluctuations of mass flow or velocity u′
b

at a ref-
erence location, i.e. the burner exit (see e.g. [13, 22, 29, 121])

Q̇ ′

¯̇Q
∼

u′
b

ūb

(2.2)

is commonly rewritten in the frequency domain in terms of a flame transfer

function, Fu. The flame transfer function relates a fluctuating ”signal”, in this
case, the velocity u′

b
, to its ”response”, i.e. the resulting fluctuation of the heat

release rate Q̇ ′:

Fu ≡
Q̇ ′(ω)
¯̇Q(ω)

/
u′

b
(ω)

ūb(ω)
(2.3)

⇒
Q̇ ′(ω)
¯̇Q(ω)

= Fu

u′
b

(ω)

ūb(ω)
. (2.4)

The latter relation represents a single-input single-output (SISO) system with
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input u′
b

and output Q̇ ′ as shown in Fig. 2.3. The flame response of a perfect
premixed combustion system, in which no equivalence ratio fluctuations ex-
ist, is completely described by such a SISO system.

u'
b Q'Q'

.

Figure 2.3: SISO system representing a perfect premixed flame

A proper choice of the reference location "b" for the velocity fluctuation u′
b

is
crucial to obtain a flame transfer function which is independent of the acous-
tic impedance at the burner. The acoustic impedance at the burner is charac-
terized by the acoustic properties and the acoustic boundary conditions of the
combustion system. As the flame dynamics is mainly controlled by the flame
front kinematics, the proper reference location is the burner exit. At this lo-
cation acoustic fluctuations generate vortical perturbations in the flow field
(shear layer), which are transported with the speed of the flow to and through
the flame, modulating the flame area and turbulent flame speed. The strength
of the disturbance is directly related to the amplitude of the velocity fluctua-
tion at this position. A velocity signal, which is taken at a different location,
may be influenced in a spurious manner by the acoustics of the combustion
system. If the distance between burner exit (xb) and the reference location (xb̃)
is not much smaller than a acoustic wave length (speed of sound divided by
frequency), the acoustic velocities at both locations differ in terms of ampli-
tude and phase. If now the acoustics of the system is changed, e.g. by changing
the upstream boundary condition, the amplitude and phase difference be-
tween the acoustic velocities at both locations is modified. This is clarified
in Fig. 2.4, which shows the spatial amplitude of the acoustic velocity of two
cases a) and b) with a different upstream boundary condition Z1 and Z2. As the
velocity fluctuation at xb is the driving parameter, a high velocity value at xb̃

would result in almost no heat release rate fluctuation in case a). However, the
contrary is demonstrated in case b), in which a low value at xb̃ corresponds to
a strong response of the flame. The modification of the system changes there-
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Figure 2.4: Impact of the combustion system acoustics on the choice of the
reference location

fore also the relation – the transfer function – between the velocity fluctuation
at xb̃ and the heat release rate fluctuation. A transfer function using the refer-
ence location xb̃ is thus not independent of the acoustics of the combustion
system. It is therefore not a useful description of the flame dynamics. Indeed,
the latter was demonstrated by Truffin and Poinsot [127]. In their work they
showed that the values of phase and gain of the flame response depend signif-
icantly on the combustor outlet reflection coefficient, if a reference location
far upstream is selected. Here, Truffin and Poinsot proposed, that the distance
xb̃ − xb, expressed as a Helmholtz number, should not exceed 0.01 to obtain
consistent results. This limit is a surprisingly strict criterion, indicating that
already a distance of a few millimeter can have a noticeable effect on the re-
sults.
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2.2.2 Flame response to equivalence ratio fluctuations

In a practical premixed combustion system, where fuel is injected at a location
with non-negligible acoustic fluctuations of pressure or velocity, the equiva-
lence ratio φi will also fluctuate, see Fig. 2.2. When the fluctuations, which are
transported convectively with the flow, arrive at the flame front, they affect
the heat release rate through a change of heat of reaction per unit mass of pre-
mixture, burning velocity and flame area. All these processes can be captured
by another transfer function, which describes the impact of equivalence ratio
fluctuation φi to heat release rate fluctuations

Fφ,i (ω) ≡
Q̇ ′(ω)/ ¯̇Q

φ′
i
(ω)/φ̄

, (2.5)

where φ̄ denotes the mean equivalence ratio of the entire system. φi repre-
sents the nominal equivalence ratio fluctuations, which is measured at the
point of injection. The transfer function represents again a SISO system with
input φ′

i and output Q̇ ′. Similar to the discussion above the point of injec-
tion is the physical correct reference location as equivalence ratio fluctuations
are the result of acoustic velocity fluctuations at this location. At the point
of injection the equivalence ratio fluctuations can be expressed in terms of
the acoustic velocity fluctuations of the main air mass flow and the fuel mass
flow, which is a very useful relationship. It provides in conjunction with the
transfer function Fφ,i a closure relation for stability analysis of the combus-
tion system using e.g. a low-order network model as in the present work or
a finite-element model for a generalized Helmholtz-Equation [53, 84, 96, 101].
The derivation of the relationship is represented below. Care has to be taken
if equivalence ratio fluctuations are determined at a different position as the
convectively transported equivalence ratio fluctuations are dispersed on the
way to the flame. The dispersion of the fuel depends on the geometry of and
on the turbulent flow field in the mixing section or swirler. Additionally, in
jet-in-cross flow injector configurations for example, as shown in Fig. 2.2, the
depth of penetration can, depending on the fluctuations, also change. A dif-
ferent depth of penetration results in a different radial fuel-air composition at
the burner exit. This may have an influence on the local heat release rate fluc-
tuation and thus on the transfer function as indicated by Armitage et al. [7]
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2.2 Flame dynamics of a practical premixed combustion system

for example. The reference location can therefore only be chosen arbitrarily
if a perfect fuel-air mixture is achieved at the burner exit. However, for many
practical applications this is not the case.

Determination of equivalence ratio fluctuations

The nominal equivalence ratio fluctuations can be expressed as a function of
the acoustic velocities in the main air and fuel stream at the point of injection,
which is presented in the following. The overall equivalence ratio φ is defined
by the mass flow rate of air and the sum of the fuel mass flow rates at the
different injectors ”i ”,

φ= sst

∑N
i=1 ṁF,i

ṁA

, (2.6)

where N represents the number of injectors and sst denotes the stoichiomet-
ric factor.
At each injector ”i ”, the nominal equivalence ratio φi is increased in the pres-
ence of acoustic fluctuations, if the velocity of the flow past the injector is re-
duced (by a negative velocity fluctuation u′

A,i ) or the mass flow rate through
the fuel nozzle is increased (by a positive velocity fluctuation u′

F,i ), see Fig. 2.2
[75, 101].

Dividing the equivalence ratio at injector ”i = k” into the contributions which
are injected upstream ”i = 1, . . . ,k −1”of and at ”i = k”, it follows:

φk = s

(
¯̇mF,k +ṁ′

F,k

)

( ¯̇m A +ṁ′
A)

+
∑k−1

i=1
¯̇mF,i

¯̇m A

=

= s
ρF AF

(
ūF,k +u′

F,k

)

ρA A A

(
ūA,k +u′

A,k

) + s

∑k−1
i=1

¯̇mF,i

¯̇m A

, (2.7)

where ṁF,i , ṁA denote the fuel mass flow in the fuel line of injector ”i ” and
the air mass flow, respectively. With series expansion of the first order of the
term (ūA +u′

A) with respect to u′
A around ūA (higher orders are neglected) one
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obtains:
(
ūF,k +u′

F,k

)

(
ūA,k +u′

A,k

) = ūF,k

ūA,k

(
1+

u′
F,k

ūF,k
−

u′
A,k

ūA,k

)
. (2.8)

Equation (2.7) can be rewritten to:

φk = s

∑k
i=0

¯̇mF,i

¯̇m A

+ s
¯̇mF,k

¯̇m A

(
u′

F,k

ūF,k
−

u′
A

ūA

)
, (2.9)

where the first part on the right side represents the mean value φ̄k and the
second the fluctuating variable φ′

k
. Taking Eqn. (2.9), a general equation for

the ratio of the equivalence ratio fluctuations at each injector ”i ” to the overall
mean value φ′

i
/φ̄ can be derived:

φ′
i

φ̄
=

(
u′

F,i

ūF,i
−

u′
A,k

ūA,k

)
¯̇mF,i∑N

i=1
¯̇mF,i︸ ︷︷ ︸

Ki

. (2.10)

2.2.3 MISO model structure for practical premixed flames

Combining the results obtained so far, the overall fluctuations of heat release
rate for a practical premix burner with N fuel injection stages – see figure 1.2
– are determined as a superposition of the responses to velocity and equiva-
lence ratio perturbations, respectively:

Q̇ ′(ω)
¯̇Q

= Fu(ω)
u′

b
(ω)

ūb

+
N∑

i=1

Fφ,i

φ′
i
(ω)

φ̄

= Fu(ω)
u′

b
(ω)

ūb

+
N∑

i=1

Fφ,i (ω)

(
u′

F,i (ω)

ūF,i
−

u′
A,i (ω)

ūA,i

)
¯̇mF,i∑N

i=1
¯̇mF,i

. (2.11)

Comparing the latter relation with Eqn. (2.4) or (2.5), the flame is described
as a multiple-input single-output (MISO) system with input signals u′

b
and φ′

i
,

where φ′
i can be expressed in terms of the velocity fluctuations u′

F,i and u′
A,i
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Figure 2.5: Sketch of a MISO system with two fuel injectors.

at the injectors i = 1, . . . , N . For a burner with two fuel injectors (N = 2) the
corresponding block diagram is shown in figure 2.5.

A simple SISO model structure or use of inappropriate reference locations will
lead to significant errors in the description of the practical premixed flame
dynamics. This is demonstrated in Fig. 2.6, which shows a practical premixed
combustion system with different upstream boundary conditions Z1 and Z2.
For simplicity an acoustically ”stiff” fuel injector with a large pressure drop
across the fuel injector is assumed. In this case the fluctuations of fuel mass
flow induced by acoustic fluctuations will be very small, and signal variables
u′

F,i may be neglected. The acoustic field of the combustor is represented in
Fig. 2.6 in terms of the acoustic velocity u′. A SISO model based on the flame
transfer function Fu and the velocity fluctuations at the burner exit u′

b
would

result in almost no heat release rate fluctuations in case a) as the amplitude
of the acoustic velocity u′

b
exhibits a minimum. Heat release rate fluctuations,

which are due to equivalence fluctuations generated at the point of injection,
are not taken into account. The SISO model would therefore not be a proper
description of the flame. An exception is the case, in which the fuel injector is
located very close (”acoustically compact” distance) to the reference location
”b”. In this case the acoustic velocity u′

A,i has, independent of the boundary
conditions, almost the same amplitude and phase as u′

b
. It can therefore be

replaced by u′
b

. In case b) the amplitude of the velocity fluctuations at the fuel
injection u′

A,i is now zero, whereas the amplitude of velocity fluctuations at the
burner exit exhibits a maximum. The SISO model based on Fu would only in
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Figure 2.6: Impact of the combustion system acoustics on the description of
the flame dynamics

this case reflect the flame dynamics correctly. If the assumption of the ”stiff”
fuel injector does not hold, the SISO model would again neglect the influence
of equivalence ratio fluctuations, which result from velocity fluctuations in
the fuel injector u′

F,i . If the flame is described, on the other hand, by a SISO
model based on equivalence ratio fluctuations, the same considerations can
be obtained.

A SISO model can finally not describe the practical premixed flame dynam-
ics properly as it clearly depends on the acoustics of the entire combustion
system. It can only be represented by such a model if the fuel injectors are
placed at the burner exit and if they are acoustically ”stiff”. This is not the case
for most practical premixed combustion systems. The only physically mean-
ingful description of the flame is therefore the MISO model based on velocity
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fluctuations at the burner exit and equivalence fluctuations at the point of in-
jection.

The fact, that the flame has to be described by a MISO system with signals u′
b

and φ′
i , is not always addressed in work on combustion dynamics of practical

premixed combustors. Many studies neglect the influence of the flame front
kinematics completely. In the field of fuel staging or tuned fuel impedances
examples can be found in Lieuwen and Zinn [72], Richards et al. [106, 108] or
Scarinci et al. [115, 116]. Comprehensive models, which take the significant
interaction mechanisms into account, have been developed so far by e.g. [14,
48, 65, 101, 119, 133].

2.3 Identification of flame transfer functions

After the model structure of the practical premixed flame has been derived,
the question arises how the required flame transfer functions Fu and Fφ,i can
be determined. Flame transfer functions can be obtained using experiments,
numerical simulation or analytical relations. As the present work focuses on
numerical design methods, experimental methods are out of the scope and
not addressed in the following. In terms of numerical methods a wide range
of approaches exists ranging from simple analytical relations to transient CFD
simulations combined with a post-processing step to extract the flame behav-
ior. These approaches are shortly reviewed in the following. Furthermore, the
flame transfer functions obtained have to be implemented into an acoustic
network model, which is based on acoustic variables u′, p ′ or Riemann invari-
ants f and g . Here, it has to be defined how the input and output signals of
the identified flame model can be related to an equivalent flame model in the
network model. The coupling between flame dynamics and network model
has thus an influence on the identification procedure in terms of the signals,
which can be practically determined by the chosen method. Different cou-
pling strategies are therefore discussed in the second part of the chapter.
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2.3.1 Overview of methods to determine flame transfer functions

The flame transfer function F can basically be described in the frequency do-
main by amplitude A and phase φ, which determines the time lag of the flame
response:

F (ω)= A(ω)e iφ(ω). (2.12)

Various researchers derived a multitude of analytic relations describing the
amplitude and phase of the flame transfer function (e.g. [13, 15, 29, 48, 72, 101,
112]). In many cases they are not only restricted to single effects, like the flame
front kinematics or the influence of equivalence ratio fluctuations, but also to
laminar combustion cases or simple laboratory configurations. An exception
is the derivation of e.g. Lawn and Polifke [65], who consider a swirl stabilized
turbulent flame. However their model lacks in the low frequency range where
it does not exhibit the correct limiting behavior. A simple description of the
flame transfer function, which is widely used, is the so-called n − τ model,
which was developed by Crocco and Chen [19]. Here, the amplitude and phase
are replaced by an frequency independent acoustic-combustion interaction
index n, which accounts for the influences as turbulent flame speed, flame
area or enthalpy and time lag τ:

F (ω) =ne−iωτ. (2.13)

The n-τ model and many other analytical models are restricted to one specific
time delay without any time delay distribution. The idea to characterize the
flame response with one global time delay, which ignores the convective
dispersion of fuel inhomogeneities, is only adequate for the low frequency
regime as pointed out by Sattelmayer [112]. Turbulent fluctuations, boundary
layers and recirculation zones induce a non-uniform velocity field both at the
location of fuel injection and in the combustion chamber. The consequence is
a non-uniform distribution of the fuel. The same consideration holds for the
combustion process, which is affected by velocity fluctuations at the burner
exit. Therefore, many researchers agree that models based on a time delay
distribution represent the flame response significantly better [31, 99, 112].
Regarding the present work Richards et al. [106], for example, used a reduced
order model to include the influence of different fuel injector impedances.
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The developed flame model focuses mainly on the fluctuation of equivalence
ratio with a fixed single time delay, but neglects any flame front kinemat-
ics, turbulence, change in shear layers, etc. The turbulent mixing process,
which naturally damps this kind of fluctuation as shown in Scarinci and
Freeman [115], is also not considered. But even Scarinci and Freeman [115]
used a simplified approach in form of a spatio-temporal mixing model, which
is comparable to the prediction of the atmospheric dispersion of a pollutant
emitted from a plant stack over an open field. It determines the average fuel
concentration at a certain position based on a Lagrangian formulation.

An alternative method to identify the flame behavior at relatively low costs is
the use of Computational Fluid Dynamics. With steady state simulations an
accurate time-lag distribution can be obtained using a Lagrangian approach
with injected particles as described by Flohr et al. [30, 31]. To save computa-
tional time the authors injected the particles shortly downstream of the injec-
tion plane and measured their traveling times until they hit the flame front.
Alternatively Krebs et al. [59, 60] performed transient simulations and calcu-
lated the instationary dispersion of injected passive scalars in a statistically
stationary flow field. Compared to the Lagrangian approach the Eulerian ap-
proach enables a determination of time lags not only at a predefined surface
but also in the entire combustion chamber. The distribution obtained can
then be used to improve the time lag description in the n −τ model. In a fur-
ther extension of the Eulerian approach the time lags could be weighted with
the corresponding local heat release rate in relation to the overall heat release
rate to incorporate the local characteristics of the flame. However, the latter
method requires a solution for recirculation zones to avoid multiple counts of
the time lags passing the flame.

To obtain not only the time lag distribution but also the transfer function
amplitude as a function of frequency, many methods based on transient
CFD simulations analyze the response of the flame to harmonic forcing of
the acoustic variables at one specific frequency. Using harmonic forcing is
especially a common procedure in experiments. This approach is particular
suitable to determine the kinematic response Fu(ω) of the flame front to flow
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perturbations. Hettel et al. [42] studied the response of a premixed turbulent
axial methane jet flame using unsteady RANS simulation with a sinusoidal
modulation of the inlet mass flow. A LES simulation of a double swirler
premixed burner was performed by Giauque et al. [36] at three different
frequencies. The simulation was able to identify two main flow structures,
namely a toroidal structure and a precessing vortex core attached to the center
of the axial swirler, which modulates the global heat release rate. The obvious
drawback of these approaches is that numerous simulations are necessary
to obtain a transfer function over a wide range of frequencies. To reduce the
computational effort Bohn et al. [12] used a sudden increase of the inlet mass
flow as excitation signal, which contains by design multiple frequencies. A
Laplace transformation of the resulting unit function response represents the
flame dynamics in the frequency domain. Polifke et al. [102] proposed an
advanced system identification method (CFD/SI) based on digital signal the-
ory to post-process time series data generated by transient CFD simulation
with broadband excitation. The method uses auto- and cross-correlations
of time series of ”signals” and ”responses” and the Wiener-Hopf-Inversion
to identify unit impulse responses (UIR). The acoustic transfer function or
transfer matrix is obtained by a z-transform of the unit impulse responses. In
their work they successfully obtained the acoustic transfer matrix of a gauze
in a Rjike tube. Gentemann et al. applied the approach to determine the
transfer matrix of a sudden jump in cross-section in compressible flow [34]
and a flame transfer function of a perfect premixed combustion system [35].
In the latter case [35] the ”signal” is the velocity fluctuation close to the burner
exit, whereas the heat release rate fluctuation caused downstream is regarded
as the "response". A similar method was developed by Zhu et al. [6, 135],
which describes the flame response as an infinite impulse response (IIR) filter
model. The model coefficients are determined by a least square estimation
of the signals. As in [35], the ”outputs” of the IIR model are fluctuations of
heat release rate, while the ”inputs” are fluctuations of the flow variable.
A different method, based on steady state simulations, is proposed by van
Kampen et al. [129]. The authors calculated the transfer function using a
linear coefficient method in combination with an efficient order reduction
algorithm.
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To determine the flame transfer function, which is the key element in analyz-
ing the thermo-acoustic behavior of combustion systems, an advanced and
accurate method should be chosen. Analytic descriptions can hardly be used
in the area of realistic gas turbine combustion chambers because of their lim-
itation and accuracy. Even semi-analytical approaches using a time lag distri-
bution obtained by CFD can only improve simple flame models like the n −τ

model for example. The amplitude of the impact of these fluctuations in terms
of the interaction n is still unsolved. Most methods based on transient CFD
account only for a SISO model of the flame dynamics using the velocity fluc-
tuations at the flame holder or equivalence ratio fluctuations at the location of
injection as input signal. Therefore they can not be used, at least not in their
original form, in the present context. However, the mentioned combination
of CFD and system identification used by Polifke et al. [102] or Gentemann et
al. [35], [34] is also suitable for more complex structures. It was originally de-
veloped in the thermo-acoustic context to obtain acoustic transfer matrices,
i.e. multiple-input multiple-output (MIMO) systems. It represents a flexible
and powerful method and is chosen in the following as a starting basis. In the
present work the method has to be extended to identify the practical premixed
flame behavior, which has to be described by a MISO system.

The chosen hybrid approach combining CFD simulations, system identifica-
tion and acoustic network modeling represents an optimal solution. The nu-
merical CFD simulations and system identification enable an accurate deter-
mination of the complex acoustic behavior of the flame. The network model,
on the other hand, is suitable to analyze the impact of a wide range of pa-
rameters and geometries on the thermo-acoustic stability of the combustion
system.

2.3.2 Identification strategy

No matter, which combination of analysis and identification method is cho-
sen, the question arises how the flame transfer function Fφ,i is determined
practically and how the signal and responses of the flame model can be re-
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lated to an equivalent element in the acoustic network model.

The identification of flame transfer functions by CFD/SI requires an excitation
of the flow variables to cause a system response. As the flame responds to mass
flow and equivalence ratio fluctuations two independent excitation signals are
required to discern the individual effects in the post-processing identification
step. The excitation in such a simulation should be provided by the boundary
conditions or adequate sources inside the CFD domain. A meaningful cou-
pling between CFD/SI and acoustic network model has to take into account
that the network model describes the system characteristics in terms of acous-
tic variables. Therefore equivalence ratio fluctuations have to be expressed in
a suitable way as, e.g. described in Eqn. (2.10).

The excitation, the signal and its location, which will be used as the input to
identify Fφ,i , determine the size of the simulated domain and therefore the
computational effort. It also affects the interface between CFD/SI and net-
work model and the corresponding network flame element. The kinematic
flame response Fu, on the other hand, can be included in a straightforward
manner extracting the acoustic velocity fluctuations at the burner exit. Its
identification only requires the simulation of the combustion chamber if a
proper inlet boundary condition is set, which takes the flow conditions up-
stream into account (e.g. swirling flow).

In the following different possibilities are discussed, which are denoted as A,
B, C and D. The comparison between the possibilities is shown in Fig. 2.7. The
columns present the computational domain required, the excitation and sig-
nals extracted and their locations and the corresponding network flame ele-
ment.

In case A the combustor, including swirler vanes, mixing section and part of
the fuel injectors is resolved as shown in the first row and first column. The
length of the fuel injectors, which have to be modeled, should be long enough
to ensure a well developed velocity profile at the entry to the mixing section.
For this option, the fuel mass flow and the air mass flow are excited at the in-
let boundary condition of the fuel line and of the mixing section, respectively.
Here, the mass flow averaged velocity fluctuations upstream the fuel injec-
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Figure 2.7: Comparison of possibilities to identify the flame transfer functions
and to couple the transfer functions to the acoustic network model
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tion and in the mixing section upstream of the burner exit are taken as the
input signals for the post-processor. They are extracted at the ”measurement”
planes, which are shown in the second column. The heat release fluctuations
due to equivalence ratio fluctuations can thus be determined by combining
Eqn. (2.10) and (2.5). The total heat release rate fluctuations can be obtained
by the summation of the two flame transfer functions:

Q̇ ′

¯̇Q
= Fφ,i

(
u′

F,i

ūF,i
−

u′
A,k

ūA,k

)
¯̇mF,i∑N

i=1
¯̇mF,i

+Fu

u′
b

ūb

. (2.14)

This flame model structure can be directly transferred to the acoustic network
model environment as the input for both models are the velocity fluctuations
u′

F,i , u′
A,i and u′

b
. A sketch of the flame element is shown in the third column3.

Alternatively, the fuel mass flow can be excited downstream the fuel injector
in applying fuel mass fraction fluctuations at the inlet boundary. The mass
fraction Y is defined as the ratio of the mass mk of a particular species k and
the total mass of the fluid m:

Y =
mk

m
. (2.15)

To obtain the flame response to velocity fluctuations at the burner exit the to-
tal mass flow rate is in addition excited at the inlet. This is shown in the second
row (case B). Here, the CFD domain contains a part of the mixing section, the
swirler and the combustion chamber. The input signal for the identification of
Fφ,i would be the equivalence ratio fluctuations φ′ at the inlet, which can be
calculated using (see also Eqn. (2.6))

φ′ = sst

Y ′
F

Y ′
O

, (2.16)

where YF and YO denote the fuel mass fraction of fuel and oxidizer mass frac-
tion, respectively. However, this possibility is based, as discussed in chapter
2.2.2, on the assumption that the spatial distribution of equivalence ratio fluc-
tuations does not vary with injection momentum. This is not the case for all

3The response Q̇ ′ of the network flame element has still to be expressed as a function the acoustic variables
downstream of the flame, which can be done using e.g. the Rankine-Hugoniot relations.
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injection systems. Examples are jet-in-cross flow injector configurations, in
which a strong dependence on momentum ratio between air and fuel stream
is observed. In this case, an increased fuel velocity results in increased pene-
tration of the fuel stream into the air stream and thus in a different fuel dis-
tribution, which may influence the heat release rate. As the equivalence ra-
tio fluctuations are generated at the location of injection, a transfer function
T has to be defined in the network model environment, which connects the
acoustic velocities at this location to the equivalence ratio fluctuations at the
”measurement” plane in the CFD simulation. Here, the equivalence ratio fluc-
tuations do not have to be extracted. They can be directly calculated using the
excitation signals at the inlet boundary. The corresponding network elements
are shown in the third column. In simple configurations a constant time delay
model can be chosen, which accounts for the convective transport of the fuel
between both locations. If the inlet boundary and the ”measurement” plane is
taken very close to the injection point, the same relation for the flame transfer
function and the same network flame element can be used as in case A.

The CFD domain could be further reduced in considering the combustor
downstream of the fuel injection and swirler vanes, which is shown in the third
and fourth row of Table 2.7. Here, the swirler and fuel injection are not mod-
eled. The excitation can be provided by

• C) a fuel mass fraction fluctuation and a fluctuation of the total mass flow
rate, which are applied at the inlet boundary

• D) introducing a fluctuating mass source function inside the computa-
tional domain and a fluctuation of the air mass flow rate at the inlet
boundary

In both cases the equivalence ratio fluctuations can be calculated using
Eqn. (2.16). In case C the excitation signals can be used directly for the calcu-
lation. In case D only one ”measurement” plane at the burner exit is necessary
to extract the fuel and oxidizer mass fractions as well as velocity fluctuations.
The network flame model for both cases require again a transfer function T

to express the equivalence ratio in terms of the acoustic fluctuations at the lo-
cation of fuel injection. In contrast to case B such a transfer function should

41



Numerical analysis of thermo-acoustic instabilities

ideally also account for the dispersion due to the turbulent flow field in the
mixing section and swirler.

In the present work jet-in-cross flow injectors are used. In consideration of
the modeling uncertainties associated with cases B, C and D, case A is chosen,
which has the advantage of a straightforward and exact implementation.

Therefore the mixing section, a part of the injection tubes, the swirler and the
combustion chamber are simulated in the following. The velocity fluctuations
at the location of injection and at the burner exit, which can be directly cou-
pled to the corresponding flame element in the network model, are used as
input signals for the identification routine. Except the acoustic characteristics
of the swirler, which will be also determined using CFD/SI, the acoustic net-
work elements representing all other parts of the combustion system can be
derived analytically. The acoustic network model obtained can then be used
to analyze the acoustic behavior of practical premixed combustion systems
using multiple, staged fuel injectors with tuned impedances.

The next chapters describe the theory and the models, which are required for
the present purpose. Chapter 3 describes the basic acoustic relations of the
network model. The introduction of Computational Fluid Dynamics with the
chosen numerical turbulence and combustion models is discussed in chapter
4. The system identification method with its extension to determine multiple-
input single-output systems is addressed in chapter 5.
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3 Acoustics

Before analyzing the acoustic behavior of a combustion system, the basic
theory of the propagation of sound in gaseous media has to be understood.
This section presents the main relevant mathematical equations and their
simplifications, as they are appropriate in the present context. The later
sub-chapters deal with the relations used in the acoustic network model. All
relations can be found in various books and publications about basic acous-
tics and aeroacoustics, especially in Dowling and Ffowcs Williams [24], Morse
and Ingard [81], Pierce [93], Rienstra and Hirschberg [110], Goldstein [38] or
Munjal [82].

3.1 Basic acoustic equations

The basis for the following derivations are the conservation equations for
mass, momentum and energy. The conservation equation for momentum re-
duces to the Euler equation in absence of body forces and neglecting viscosity:

conservation of mass:
Dρ

Dt
+ρ(∇·u)= 0, (3.1)

conservation of momentum:

ρ
Du

Dt
+∇p = 0, (3.2)

conservation of energy:

ρ
D

Dt

(
e +

1

2
|u|2

)
=−∇q −∇· (pu)+Q̇V . (3.3)
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The term D
Dt

= ∂
∂t
+u ·∇ is the material derivative. ρ denotes the density, t the

time, u the velocity, p the pressure and e is the internal energy per unit of
mass1. In the energy equation (3.3) 1/2|u|2 is the kinetic energy where |u| de-
notes the absolute value of the velocity vector u. q represents the heat flux and
Q̇V the heat production per unit of volume which can be caused by chemical
reactions or electrical heating. The energy equation can be replaced by the
equation for the entropy s, which is derived by a combination of the energy
equation with the second law of thermodynamics. If the heat transfer and dis-
sipation are negligible the entropy equation can be written as

ρT
Ds

Dt
= Q̇V , (3.4)

where T denotes the temperature. In the following it is assumed that the flow
is homentropic except in the region where the flame is located. Homentropy
implies, that the flow is adiabatic, reversible

(
Ds
Dt

= 0
)

and uniform (∇s = 0).
The combustion process adds heat to the system, which does not result in a
uniform temperature distribution – especially if equivalence ratio fluctuations
are present. The flame is therefore treated as a discontinuity. If the flow is uni-
form, entropy waves, which are caused by equivalence ratio fluctuations at
the flame, propagate independently with the mean flow speed and may also
be coupled to the acoustics of the system at boundaries, at which the flow
faces strong velocity gradients2. As these boundaries, e.g. nozzles or choked
cross sections, are not considered in the present work, entropy waves are ne-
glected and the assumption of homentropy for the flow field upstream and
downstream the flame is valid.

The conservation laws (3.1), (3.2), (3.3) do not form a complete set of equa-
tions. Additional information is required which is provided by the constitutive
equations. Assuming that the flow is homogeneous and in a state of local ther-
modynamic equilibrium, two intrinsic state variables are sufficient to specify
the thermodynamic state of the fluid. It is common to use the density ρ and
the entropy s as the basic state variables. The pressure can then be expressed

1The internal energy is also called the specific internal energy or simply the energy.
2Here, a temperature fluctuation results in a volume flux fluctuation and can generate expansion waves prop-

agating upstream.
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as a function of the state variables p = p(ρ, s) (equation of state). In differential
form this equation yields

d p =
(
∂p

∂ρ

)

s

dρ+
(
∂p

∂s

)

p

d s, (3.5)

where (
∂p

∂ρ

)

s

≡ c2. (3.6)

Equation (3.6) is a definition of the thermodynamic variable c = c(ρ, s) and
is a measure for the speed of sound. In the present work, air at atmospheric
pressure is considered as the main fluid, which behaves like an ideal gas. The
equation of state can therefore be simplified to

p = ρRT, (3.7)

where R denotes the specific gas constant, which is defined by the Boltzmann
constant kb and the Avogadro number NA divided by the molar mass M of
the gas (R = kbNA/M ). For an ideal gas R can be expressed also as R = cp − cv ,
where cp and cv are the specific heat at constant pressure and volume, respec-
tively. The ratio of the specific heats is defined by γ≡ cp/cv .

A further useful relation is the combining of the first and second law of ther-
modynamics3:

T d s = d e +pd
1

ρ
. (3.8)

Using this equation, the equation of state (3.7) for an ideal gas and assuming
that e = cvT , which is a valid assumption for most ideal gases over a wide range
of temperatures, one obtains a further formulation of the equation of state
relating pressure and density:

p

p0
=

(
ρ

ρ0

)γ
exp

(
s − s0

cv

)
. (3.9)

3which is also called the fundamental equation of thermodynamics
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If the flow is homentropic the pressure p is proportional to ργ. With the same
relations and assumptions an equation for the energy and the specific en-
thalpy, which is defined as hs = e +p/ρ, can be defined:

e =
1

γ−1

p

ρ
, (3.10)

hs =
γ

γ−1

p

ρ
. (3.11)

Beside the conservation equations, which are the basis for the following
derivation of the wave equations and its simple d’Alembert’s solutions, an ad-
ditional equation, the Bernoulli equation plays an important role in describ-
ing the acoustic characteristics of compact elements. The bases for its deriva-
tion are the Euler equations. Considering an irrotational flow and the equa-
tions derived for the homentropic flow, the Bernoulli equation for compress-
ible flow can be written as

∂ϕs

∂t
+

1

2
u2

s +
γ

γ−1

p

ρ
= g (t ), (3.12)

which is valid along streamlines. ϕs denotes the scalar velocity potential,
which is defined as ∇ϕs = us. g (t ) is a function which is determined by the
boundary conditions. Equation (3.12) can be further simplified in the case of
incompressible steady flow to

1

2
|u| · |u|+

p

ρ
= const. (3.13)

3.2 Linear acoustic equations

In the present work, it is assumed that the sound-induced fluctuations of pres-
sure p and density ρ are small compared to their ambient state values:

p ′

p0
≪ 1,

ρ′

ρ0
≪ 1. (3.14)
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Here, the apostrophe ′ stands for the fluctuation of the acoustic variable while
the subscript 0 refers to the ambient state in absence of acoustic fluctua-
tions. The ambient state is comparable to the introduced mean values (de-
noted by the overbar ¯ ) and defines, in general, the medium through which
the sound waves propagate. The velocity fluctuation u′ of the fluid associated
with the acoustic wave propagation u′= p ′/(ρc) is therefore also considered to
be small. The assumptions made above justify a linear approximation of the
conservation equations. However, this implies that the following derivations
are restricted to the application of linear acoustics. It follows from Eqn. (3.14)
that the flow variables at location x and time t can be expressed in terms of
the state value superposed by the fluctuating part4:

p(x, t ) = p0 +p ′(x, t ),

ρ(x, t ) = ρ0 +ρ′(x, t ),

u(x, t ) = u0 +u′(x, t ). (3.15)

3.2.1 Sound propagation in a quiescent medium

Assuming that the medium is quiescent, in which the ambient quantities are
independent of time and the flow is stagnant (u0 = 0), the relations (3.15) can
be used to simplify the conservation equation for mass and momentum. The
result are the linear acoustic equations5

∂ρ′

∂t
+ρ0∇·u′ = 0, (3.16)

ρ0
∂u′

∂t
+∇p ′ = 0, (3.17)

where second- and higher-order terms are neglected. A first order approxima-
tion for the pressure fluctuations (see also the constitutive equations (3.5) and

4Here, it is assumed that no other fluctuations are present, e.g. imposed by turbulence.
5Again, entropy fluctuations and their impact on the acoustics are not considered in the present work.
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(3.6)) yields:

p ′ = c2ρ′. (3.18)

The wave equation can be derived by subtracting the time derivative of the
mass conservation equation (3.16) from the divergence of the momentum
equation (3.17) and using the constitutive equation (3.18):

∂2p ′

∂2t
− c2∇2p ′ = 0. (3.19)

Equation (3.19) describes the three-dimensional propagation of the pressure
waves with propagation speed c . The direction of the wave propagation is
normal to the wave front, which is defined as the surface of all points featuring
the same pressure amplitude and phase.

In most gas turbine combustion systems the thermo-acoustic instabilities oc-
cur in the frequency range up to 1000 Hz. The radial and circumferential di-
mensions of the combustion system considered are much shorter than any
wavelength in this range as already discussed in chapter 1.5. Here, the cut-

off frequency of possible two- or three-dimensional modes is higher than
the maximum frequency. This implies that these modes are exponentially
damped in the direction of propagation. Therefore, the wave propagation can
be restricted to one-dimensional duct acoustics with plane waves6.

The wave equation (3.19) can then be simplified to:

∂2p ′

∂t 2
− c2 ∂

2p ′

∂x2
= 0. (3.20)

Simple and important solutions of the one-dimensional wave equation are
the d’Alembert’s solutions, which result by substitution of the variables ξ =
x − ct , η= x + ct :

6Multi-dimensional wave fields, on the other hand, have only to be considered in combustion systems, in
which the circumferential or radial dimensions are of the order of the occurring wavelength [28, 58, 62, 88, 101]
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p ′

ρ0 c
= f (ξ)+ g (η) = f (x − c t )+ g (x + c t ). (3.21)

The solution p ′ of the latter equation is, in general, normalized by the charac-
teristic impedance ρ0 c . f and g are the so-called Riemann Invariants and are
determined by boundary or initial conditions. The Riemann Invariants repre-
sent physically waves, which are traveling with speed of sound c in the right or
positive x-direction ( f ) or rather in the left or negative direction (g ) as shown
in Fig. 3.1.

x

f

g

Figure 3.1: Riemann Invariants f and g traveling in positive and negative x-
direction

The acoustic velocity u′ can be obtained from the acoustic pressure p ′

(Eqn. (3.21)) and the linearized momentum equation (3.17):

u′ = f (x − c t )− g (x + c t ). (3.22)

Using Eqn. (3.21) and (3.22), the Riemann Invariants can be conversely ex-
pressed in terms of p ′ and u′:

f =
1

2

(
p ′

ρ0 c
+u′

)
, (3.23)

g =
1

2

(
p ′

ρ0 c
−u′

)
. (3.24)
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In case of time-harmonic plane waves, the acoustic pressure and velocity can
be written in complex form as a function of the angular frequency of oscilla-
tion (ω= 2π f ):

p ′(x, t ), u′(x, t )∼ exp(i ω t − i kx), (3.25)

where k = ω/c denotes the wave number with direction normal to the wave
front of a plane wave. Using the latter relation Eqn. (3.21) and (3.22) can be
rewritten in the following form:

p ′(x, t )

ρ0 c
= exp(i ω t )

(
f exp(−i k x)+ g exp(+i k x)

)
, (3.26)

u′(x, t ) = exp(i ω t )
(

f exp(−i k x)− g exp(+i k x)
)

. (3.27)

3.2.2 Sound propagation in a moving medium

In the presence of an uniform mean flow the convective wave equation can
be obtained by performing a transformation of coordinates from the system
moving with the fluid to the laboratory system

x ′ = x +u0 t , t ′ = t , u0 = const., (3.28)

and yields (
∂

∂t
+u0

∂

∂x

)2

− c2∂
2p ′

∂x2
= 0, (3.29)

where ∂
∂t
+u0

∂
∂x

denotes a time derivative moving with the mean flow. The wave
number vector k is the same in the laboratory system as it is in the co-moving
system. Therefore, the wave number considering mean flow can be written as:

k± =±
ω/c

1±M
. (3.30)

Similar to Eqn. (3.26) and (3.27) the following solution for the convective wave
equation can be found:
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3.3 Acoustic network model

p ′(x, t )

ρ0 c
= exp(i ω t )

(
f exp(−i k+ x)+ g exp(+i k− x)

)
, (3.31)

u′(x, t ) = exp(i ω t )
(

f exp(−i k+ x)− g exp(+i k− x)
)

. (3.32)

The term exp(iωt ) is omitted in the following as the harmonic time depen-
dence is the same for every location in space.

3.3 Acoustic network model

An acoustic low-order network model is a fast, flexible and useful tool to an-
alyze the dynamic properties of a complex system. In a network model the
entire system is divided into discrete acoustic elements. In this way a complex
system becomes easy to handle. The acoustic characteristics of each element
are usually represented by its transfer matrix. A transfer matrix describes the
relationship of the acoustic pressure and the velocity or the Riemann Invari-
ants f and g between the inlet and the outlet of the element. Acoustic network
models are widely used in the context of thermo-acoustic analysis of gas tur-
bines and are described in many publications [10,20,23,46,58,61,70] (see also
chapter 2.1). The presented network model approach is based on the work by
Keller [53] and Polifke et al. [101, 103]. Applications of this approach can be
found in Huber and Polifke [49]. A sketch of a network model representing a
combustion system is shown in Fig. 3.2.

The mathematical bases of acoustic network models are the linear acoustic re-
lations derived in the last section, especially the wave equation, the solutions
of d’Alembert and the Bernoulli equation. The elements of the acoustic sys-
tem in the present work are mainly characterized by two in-ports and two out-
ports, whereas the boundary conditions possess one in- and one out-port. An
exception are "T-junctions" in form of a ”joint” or ”fork” with altogether four
in-ports and two out-ports or two in-ports and four out-ports, respectively. A
”joint” represents an intersection, in which two ducts are combined into one,
whereas a ”fork” is an intersection, in which a duct is divided into two. The in-
and out-ports of an element are connected by the Riemann Invariants f and
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Air

Supply

Fuel

Supply

Plenum Burner
T-

junction
Flame Combustion

Chamber

Figure 3.2: Simplified sketch of a network model representing a combustion
system

g . The out-port of one element is the in-port of the following for the f -wave
and vice versa for the g -wave as shown in Fig. 3.3.

The structure of the network model is organized by different port numbers,
which define also the number of the Riemann Invariants f and g . The char-
acteristics between two ports are determined by the acoustic behavior of the
element. It can be described by the acoustic transfer matrix in case of a two
in-port, two out-port element, by transfer functions in case of boundary con-
ditions and by three equations resulting in a 3x3 transfer matrix in case of
"T-junctions". The elements and boundary conditions form a system of lin-
ear equations. The system can be split into a system matrix containing the

fn

g
n

fn-1

g
n-1

elementboundary

condition

boundary

condition

element

1 1 2 n-1 n n

f1

g
1

f2

g
2

f1

g
1

fn

g
n

Figure 3.3: Structure of a network model with connected elements
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3.3 Acoustic network model

matrix elements and the transfer functions, a vector containing the unknown
Riemann Invariants and a source term vector. The next subsection 3.3.1 de-
scribes the matrices and functions of basic acoustic elements and boundary
conditions. Subsection 3.3.2 deals with methods solving the entire acoustic
system.

3.3.1 Matrices and functions of acoustic elements

The acoustic characteristics of an individual network element is described by
a 2×2 acoustic transfer matrix or 1×1 transfer function. "T-junctions" can, in
principle, also be characterized by a transfer matrix. For the sake of simplicity
they are described using three different matrices for each pair of ports result-
ing in three linear equations.
In the following the upstream end of the transfer matrix element is denoted
by i , and the downstream end by j . The relationship between Riemann In-
variants f and g of both sides of the element, which is described by a 2× 2
transfer matrix, are presented in Fig. 3.4 and are mathematically described as:

[
f j

g j

]
≡

[
T11 T12

T21 T22

]

︸ ︷︷ ︸

[
fi

gi

]
. (3.33)

Transfer matrix T f g

i j i j

Transfer matrix (fg) Scattering matrix

f i

g
i

f j

g
j

f i

g
i

f j

g
j

Figure 3.4: Transfer matrix (fg) and scattering matrix
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Beside the transfer matrix for variables f and g , the scattering matrix and the
transfer matrix characterized by p and u are widely used. Considering the pu-
notation, f and g are replaced by the normalized acoustic pressure p ′/(ρ0c)
and the velocity u′. The scattering matrix, on the other hand, describes the
acoustic behavior of an element in a pure causal way. The relationship be-
tween the Riemann Invariants f and g is determined by the direction of wave
propagation (see Fig. 3.4):

[
f j

gi

]
≡

[
Ssr

][
fi

g j

]
. (3.34)

Here, fi and g j denote the input or the signal whereas f j and gi represent the
output or the response. All different forms of matrices can be mathematically
transformed into each other as described in appendix A.1.

In some cases it is useful for a better understanding to split the transfer matrix
in matrices for each pair of ports. This is applied in the following to the ”T-
junction”, the flame and area change element.

Transfer functions, on the other hand, connect one acoustic variable with an-
other as in the causal input-output relationship of the flame transfer func-
tion or of the causal (reflection coefficient R f ) and non-causal (acoustic
impedance Z ) description of the boundary conditions. Mathematically the
impedance is defined as the acoustic pressure p ′ divided by the acoustic ve-
locity component normal to a surface u′

n :

Z (ω) =
p ′(ω)

u′
n(ω)

. (3.35)

The impedance is commonly used to characterize the propagation (transmis-
sion, absorption) of sound through a medium, or the reflection of sound at
the boundary of two materials having different acoustic impedances. In the
present work it is used to describe the acoustic characteristics of the fuel in-
jection stages. The reflection coefficient describes the relationship between
the reflected acoustic wave and the incident wave traveling towards a surface.
For the downstream side, for example, it yields:

R f (ω) =
g (ω)

f (ω)
. (3.36)
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The impedance can be related to the reflection coefficient for the downstream
side

R f (ω) =
Z (ω)−ρ0 c

Z (ω)+ρ0 c
, (3.37)

or vice versa

Z (ω) = ρ0 c
1+R f (ω)

1−R f (ω)
. (3.38)

The factor ρ0 c in the last equations is referred to as the characteristic
impedance.

Beside the classification of the acoustic elements in matrices and transfer
functions, they can also be divided into three different groups, which are de-
scribed in the following subsections:

• elements with a certain geometrical extension (simple ducts and tubes)

• compact elements (e.g. area change, ”T-junction”, flame)

• boundary conditions (e.g. closed end, open end, loudspeaker).

3.3.1.1 Simple ducts or tubes

In simple ducts or tubes with constant cross section and length L the acous-
tic waves propagate undisturbed. Neglecting any acoustic losses, e.g. in the
boundary layer of the duct walls, it can be easily shown that according to
Eqn. (3.26), (3.27) or Eqn. (3.31), (3.32) only a phase change will appear be-
tween the upstream end and the downstream end of the duct. The transfer
function of a simple duct can then be described by:

[
e−i k+L 0

0 e−i k−L

][
fi

gi

]
=

[
f j

g j

]
. (3.39)

3.3.1.2 Compact elements

In regions or elements – for example at boundaries, area changes, ”T-
junctions” or the flame – where the corresponding geometrical length L is
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much smaller than the shortest wavelength λw (λw = 2πc/ω), the acoustic
flow can locally be approximated as an incompressible flow. In contrast to
simple ducts or tubes the phase change over the length is negligible. Such el-
ements or regions can be called compact. A criterion for compactness is the
Helmholtz number defined as:

He=
L

cτ
=

ωL

c
=

2πL

λw

. (3.40)

Similar to L, τ represents in this context a typical time scale. An element can
be seen as compact if

He≪ 1. (3.41)

The element may thus be regarded as a discontinuity, which has to fulfill the
mass conservation equation. In addition the Bernoulli equation for instation-
ary, incompressible flow (Eqn. (3.13) + ∂ϕ/∂t ) can be used to analyze the
acoustic change of the flow state between the two sides of the element. Con-
sidering again an uniform one-dimensional flow the velocity potential may
be written as

∫
u d x. A pressure loss between the upstream and downstream

location is considered, which is commonly defined as

△pi→ j = ζ
1

2
ρ0 u2

j , (3.42)

and corresponds to the downstream mean velocity u j . Linearizing the
Bernoulli equation, using the relations derived above and neglecting terms
of higher order (e.g. products of acoustic quantities) an equation over the ge-
ometrical extension of the element (i → j ) can be derived:

d

d t

∫x j

xi

u′d x +
[

p ′

ρ
+u0 u′

] j

i

+u0 j ζu′
j = 0. (3.43)

The remaining integral can be simplified using the continuity of flux (Ai u′
i =

A(x)u′(x)) to

u′
i

∫x j

xi

Ai

A(x)
d x ≈u′ leff, (3.44)
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where A denotes the cross-sectional area of the element. Considering a time-
harmonic dependence of the acoustic variables (Eqn. (3.25)) Eqn. (3.43) yields:

i ω leff u′
i +

[
p ′

ρ0
+u0 u′

] j

i

+u0 j ζu′
j = 0. (3.45)

The second necessary relation for a compact element can be derived using the
integral mass conservation equation:

d

d t

∫
ρdV +

∫
ρu d A = 0. (3.46)

Considering one-dimensional flows and linearizing this equation results in:

d

d t

∫x j

xi

ρ′ A d x +
[
(ρ′ u0 +ρ0 u′)A

] j

i
= 0. (3.47)

Again a time-harmonic dependence (Eqn. (3.25)) of the acoustic variables
is assumed. If the speed of sound is constant one obtains introducing∫x j

xi
A(x)/A j ≡ lred and using Eqn. (3.18)

i ω

ci

p ′
i

ci

lred A j +
[(

p ′

c
M +ρ0 u′

)
A

]j

i

= 0, (3.48)

where M denotes the Mach number (M = u0/c). The values of the first term
of the left hand side of Eqn. (3.48) and Eqn. (3.45) are in case of compact el-
ements small and are omitted in the following. A further simplification can
be made if the speed of sound and the density are assumed to be constant
over the element (ci = c j = c , ρ0i = ρ0 j = ρ0). Dividing Eqn. (3.45) by c and
Eqn. (3.48) by ρ0 leads to the following relations for compact elements:

[
A

(
p ′

ρ0 c
M +u′

)] j

i

= 0,

[
p ′

ρ0 c
+M u′

] j

i

+ζ j M j u′
j = 0. (3.49)
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Figure 3.5: Sketch of an area change and a ”T-junction”

Area changes

Using Eqn. (3.49) the acoustic characteristics of an area change can be de-
scribed in terms of the Riemann Invariants as:

[
1+Mi 1−Mi

Ai (1+Mi ) Ai (Mi −1)

][
fi

gi

]
=

[
(1+M j (1+ζ)) (1−M j (1+ζ))

A j (1+M j ) A j (M j −1)

][
f j

g j

]
. (3.50)

A sketch of an area change is presented in Fig. 3.5.

T-junction

The relation of the matrices for the "T-junction" is an extension of Eqn. (3.45)
and Eqn. (3.48). In the present work only joints are of special interests, in
which a second upstream port is added (four in-ports and two out-ports).
Here, i and j denote the upstream ports and k the downstream ones as shown
in Fig. 3.5. As the ”T-junction” is a part of the fuel injection stage, the describ-
ing matrices have to take the different speed of sound and density at the in-
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coming connections into account7:




ci (1+Mi (1−ζi )) ci (1−Mi (1−ζi ))
0 0

ρ0i Ai (1+Mi ) ρ0i Ai (Mi −1)




[
fi

gi

]
+




0 0
c j (1+M j (1−ζ j )) c j (1−M j (1−ζ j ))
ρ0 j A j (1+M j ) ρ0 j A j (M j −1)




[
f j

g j

]
=




ck(1+Mk) ck(1−Mk)
ck(1+Mk) ck(1−Mk)

ρ0k Ak(1+Mk) ρ0k Ak(Mk −1)




[
fk

gk

]
. (3.51)

Practical premixed flame element

A special case of the compact element is the flame element. According to
[16,54], the flame can be considered as a discontinuity of negligible thickness,
where heat is added uniformly distributed over the chamber cross-section to
the otherwise isentropic flow of an ideal gas. A detailed derivation can be
found in Polifke et al. [101]. In the following only the basic relations are ex-
plained.

In the steady case the energy equation over the flame sheet can be rewritten to
connect the cold and fresh gas side (i ) and the hot gas side ( j ) with a given rate
of heat addition. Using Eqn. (3.11) and the definition of the speed of sound
(c2 = γp/ρ0), the energy equation yields

[
c2

γ−1
+

1

2
u2

] j

i

= q̇ , (3.52)

where q̇ is the rate of heat addition per unit mass. The latter equation can be
rearranged, neglecting terms of higher order, as:

7The simplification of the integral of Eqn. (3.48) assumes a constant speed of sound over the element, which
is violated in the equations used. Because of the compactness of the element, the value of the integral is rather
small and can therefore be neglected.
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c2
j

c2
i

= 1+
γ−1

γ

Q̇

pi ui

. (3.53)

Q̇ = ρi ui q̇ in this context denotes the heat addition per unit area. With the
equation of state of an ideal gas (Eqn. (3.7)), the ratio c2

j /c2
i can be expressed as

a function of T j /Ti , where T j and Ti are the corresponding temperatures. Thus
Eqn. (3.53) can be written as T j /Ti −1 = (γ−1)/(γ) ·Q̇/(pi ui ). The momentum
equation can be reformulated in the same way and one obtains two new rela-
tions for the velocity and pressure upstream and downstream the flame:

u j

ui

= 1+
γ−1

γ

Q̇

pi ui

, (3.54)

p j

pi

= 1− (γ−1)
Q̇

pi ui

M 2
i . (3.55)

After linearization of the last equations the linearized Rankine-Hugoniot re-
lations can be derived connecting the acoustic velocity and pressure between
the cold and hot side:

u′
j = u′

i +
(

T j

Ti

−1

)
u0i

(
Q̇ ′

¯̇Q
−

p ′
i

p̄i

)
,

p ′
j = p ′

i −
(

T j

Ti

−1

)
ρ0i u2

0i

(
u′

i

ūi

+
Q̇ ′

¯̇Q

)
. (3.56)

As described in chapter 2.2.3, the normalized heat release fluctuations Q̇ ′/ ¯̇Q
for a practical premixed combustion system depend on the acoustics at the
burner exit and the fuel injection stages. The corresponding flame element
has therefore to take the acoustics at the additional locations into account.
In the following one fuel injection stage (N = 1) is considered. 3 × 2 more
ports have therefore to be included into the flame element. Here, the location
m represents the burner exit and k and l the fuel injection, where k corre-
sponds to the acoustic conditions in the fuel injector and l to the conditions
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Figure 3.6: Sketch and structure of a practical premixed flame element with
one fuel injection stage

in the main flow upstream of the injection location. The different locations,
the structural set-up of the flame element considering one fuel injection stage
and a sketch of the corresponding practical premixed combustion system are
shown in Fig. 3.6. The normalized heat release rate fluctuations (Eqn. (2.11))
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can be rewritten in terms of the additional ports as follows

Q̇ ′(ω)
¯̇Q

= Fu(ω)
u′

m(ω)

ūm

+Fφ(ω)

(
u′

k
(ω)

ūk

−
u′

l
(ω)

ūl

)
K , (3.57)

where K denotes the ratio between the fuel injected at this fuel injection stage
and the entire injected fuel in the combustion system (see Eqn. (2.10), (2.11)).
Using Eqn. (3.57) and the equation of state (Eqn. (3.7)), Eqn. (3.56) can be
transformed into relations for the Riemann Invariants upstream and down-
stream of the flame




1− rT Mi 1+ rT Mi

1− rTγMi −1− rTγMi




[
fi

gi

]
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u0i
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u0i

u0l
FφK

−rT
u0i

u0l
FφK rT

u0i

u0l
FφK




[
fl
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u0i
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u0i

u0m
Fu

rT
u0i

u0m
Fu −rT

u0i
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Fu




[
fm

gm

]
=

[
ρ0 j c j

ρ0i ci

ρ0 j c j

ρ0i ci

1 −1

][
f j

g j

]
, (3.58)

where rT =
(

T j

Ti
−1

)
. Equation (3.58) can, of course, be extended easily to com-

bustion systems with more fuel injection stages.

3.3.1.3 Boundary conditions

To complete an acoustic network model appropriate boundary conditions are
required. In a combustion test rig the air or the fuel enter the plenum in many
cases through small holes, which generate a considerable pressure loss. If the
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pressure drop across the inlet is high enough, the supply lines upstream of the
inlet are acoustically decoupled from the remaining system. This kind of inlet
condition can therefore be seen as a ”hard wall” or a ”closed end”, where the
acoustic velocity disappears8:

[
1+Mi Mi −1

][
fi

gi

]
= 0. (3.59)

The end or outflow boundary condition of gas turbine systems is usually de-
scribed by an ”open end”, an reflecting exit or by a choked exit. A choked flow
may occur in a convergent nozzle for a subsonic inflow where the flow reaches
M = 1 at the location of smallest cross-sectional area. On the other hand an
”open end” is an outlet where the fluid enters into the atmosphere, which
is often true for many simple combustion test rigs. In this case the acoustic
pressure must vanish at the combustion chamber outlet. Thus the ”open end”
condition can be applied:

[
1+Mi 1−Mi

][
fi

gi

]
= 0. (3.60)

The ”open end” implies that the downstream traveling acoustic waves are fully
reflected at the combustion chamber end. In the analyzed configuration a part
of the waves are leaving the outlet without being reflected. To account for the
reflection Eqn. (3.61) can be rewritten in the following way:

[
1+Mi 1−Mi

][
fi

gi

]
= −|R f |. (3.61)

In terms of the frequency response analysis, explained in the next section, the
acoustic system has to be excited at a boundary condition. This is done, sim-
ilar to experiments, in using a loudspeaker to produce certain amplitudes of

8The equations for the boundaries are adjusted to include the mean flow effect and to conserve the acoustic
energy.
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velocity fluctuations. The loudspeaker has the same characteristics as a closed
end boundary condition (Eqn. (3.59)), where, in addition, a fluctuation of ve-
locity ǫ is imposed:

[
1+Mi Mi −1

][
fi

gi

]
= ǫ. (3.62)

3.3.2 Numerical solutions of the acoustic network model

To analyze the acoustic behavior of a network model representing a practi-
cal premixed combustion system two different mathematical techniques are
applied in the present work: The calculation of the response of the inhomoge-
neous system, which is excited over a certain range of frequencies or the de-
termination of the eigenfrequencies of the unexcited homogeneous system.
The individual elements of the entire acoustic network model are combined
in one matrix equation with the quadratic system matrix S, which consists of
the matrix coefficients, the system vector with the Riemann Invariants and the
source term vector on the right hand side




T11(ω) · · ·T1(2n)(ω)
...

...
T(2n)1(ω) · · ·T(2n)(2n)(ω)







f1

g1
...

fn

gn



=




ǫ1
...

ǫ2n


 . (3.63)

Here, n is the number of interfaces of the system which implies 2×n Riemann
Invariants. In case of a homogeneous system the source term vector [ǫ1...ǫ2n]
is zero. If the system is excited at one or more boundaries the corresponding
ǫ refers to the amplitude of the excitation which leads to an inhomogeneous
system. In the latter case the frequency response of the linear inhomogeneous
system can be calculated for a desired, fixed range of frequencies using a sim-
ple algorithm based on LU decomposition with partial pivoting.
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The eigenvalues of the homogeneous system are determined by calculating
the roots of the determinant of the system matrix S:

det(S) = det







T11(ω) · · ·T1(2n)(ω)
...

...
T(2n)1(ω) · · ·T(2n)(2n)(ω)





= 0. (3.64)

If the system considers damping effects or acoustic sources like the flame, the
determinant of the system matrix becomes zero for complex eigenfrequen-
cies (ω=ωreal+iωim). Inserting the complex eigenfrequency into the assumed
harmonic time dependence, the time dependence can be written as:

exp(iωt )= exp(i (ωreal+ iωim)t = exp(iωrealt )exp(−ωimt ). (3.65)

If the imaginary part of the eigenfrequency has a negative value (ωim < 0) the
oscillation will grow exponentially in time. On the other hand, a positive imag-
inary part (ωim > 0) will dampen possible oscillations. While the real part of
the eigenfrequency determines the frequency of the eigenmode, the imagi-
nary part is thus an indication for the stability of the system at this frequency.
The stability can also be described by the cycle increment of the eigenmode,
which is defined by the imaginary and real part as:

C I = exp

(
−2π

ωim

ωreal

)
. (3.66)

The cycle increment can be considered as a growth rate per period of the os-
cillation. It is usually reduced by one to shift the stability border from one to
zero. A cycle increment of C I < 1 or (C I −1) < 0 accounts therefore for a stable
eigenmode, whereas a cycle increment C I > 1 ((C I −1) > 0) indicates an un-
stable eigenmode and would thus amplify an oscillation. In the following the
term C I −1 is used.

The routine to find frequencies ω, where |det(S(ωreal,ωim))| → 0, is based on
the Nelder-Mead simplex method [63], which is a direct search method and
finds the minimum of a scalar function of several variables. Especially as the
determinant exhibits large changes in its value over small frequency steps, the

65



Acoustics

360038004000420044004600
−200

0
200

0

0.5

1

1.5

2

ω
im

 [rad/s]
ω

real
 [rad/s]

|d
et

(S
)|

Figure 3.7: Example of a search path with one initial estimate to determine
the minimum of |det(S)| → 0

advantage of this unconstrained non-linear optimization is that it does not
require numerical or analytical gradients. The method requires an initial esti-
mate of the variables, the real and imaginary part of the frequency (ωreal,ωim),
and calculates the corresponding starting simplex. For each new iteration a
point close to the current simplex is determined. If the function value of this
new point is smaller than the value of the current simplex it is replaced by
the new one. The search is stopped by reaching a user-defined tolerance level.
Figure 3.7 shows the calculation from one starting point. For a wide frequency
range several initial estimates and therefore several calculations have to be
performed. The amount of calculations depends on the estimated number of
eigenfrequencies of the system. Here, care has to be taken in choosing good
initial estimates to ensure that every eigenfrequency can be found by the rou-
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tine. To roughly locate all eigenfrequencies of the system it is helpful to gen-
erate a plot of the absolute values of the determinant for a fixed range of com-
plex frequencies. Figure 3.8 shows for example the determinant of a fuel sup-
ply system consisting of a closed end, a duct, an area change including pres-
sure losses and an open end. The black line at C I −1 = 0 indicates the stability
limit according Eqn. (3.65). Possible eigenfrequencies can be found at the lo-
cal minima indicated by the black colour.
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Figure 3.8: Stability map of a fuel supply system

The eigenfrequency analysis can only be applied if all elements of the network
model are defined in the complex frequency domain. Transfer matrices or
flame transfer functions obtained by experiments can therefore not be used
in their original formulation. To avoid this problem a method proposed by
Sattelmayer and Polifke [113, 114], which is based on control theory could be
used instead. The CFD/SI method, however, determines the acoustic charac-
teristics of transfer matrices and transfer functions in the time and frequency
domain. The time domain information obtained can be easily transformed
into the real or complex frequency domain as shown in chapter 5.
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4 Modeling of turbulent reactive flows

using CFD

In the present work transient Computational Fluid Dynamics simulations are
used to analyze quantitatively the response of a practical premixed flame to
acoustic fluctuations at the flame holder and in the vicinity of the fuel in-
jection. The dynamics of the flame is determined in a post-processing step
using the exported transient CFD data and the system identification method
presented in chapter 5. This section describes the basic concepts of the nu-
merical methods used in this work to model the turbulent reactive flow. For a
more detailed information the reader is referred to Pope [104], Friedrich [33]
or Tennekes and Lumley [126] regarding the description of turbulence and to
Poinsot and Veynante [94], Turns [128], Peters [92], Fox [32] and Williams [132]
in terms of turbulent reacting flows. As the CFD simulations are performed
using the commercial software package ANSYS CFX, the equations presented
below are similar to those described in [5].

4.1 Theory and numerical modeling of turbulence

4.1.1 Basic equations of turbulent flows

The numerical simulation of a turbulent reacting flow is based on the conser-
vation of mass, momentum and energy. As the conservation equations con-
tain more unknowns than equations, further simplifications have to be made
to obtain a closed system of equations. These simplifications include the in-
troduction of the equation of state for an ideal gas (Eqn. (3.7)), the caloric con-
stitutive equation d e = cvd T and a relation for the stress tensor. The resulting
system of equations is called the unsteady Navier-Stokes equations, which can
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be written in their conservation form:

conservation of mass:
∂ρ

∂t
+
∂ρui

∂xi

= 0. (4.1)

conservation of momentum:

∂(ρui )

∂t
+
∂ρui u j

∂x j

=−
∂p

∂xi

+
∂τi j

∂x j

, (4.2)

where τi j denotes the stress tensor, which is related to the strain rate by τi j =
2µ

(
1
2

(
∂ui

∂x j
+ ∂u j

∂xi

)
− 1

3
∂ui

∂xi

)
. The energy equation in ANSYS CFX is formulated in

terms of the total enthalpy ht , where ht =hs + 1
2 u2:

conservation of energy:

∂ρht

∂t
−
∂p

∂t
+

∂

∂xi

(
ρht ui

)
=

∂

∂xi

(
λt

∂T

∂xi

)
+
∂τi j u j

∂xi

.1 (4.3)

Here, λt denotes the thermal conductivity. The static enthalpy hs(T, p) is re-
lated to the internal energy e by hs = e + p/ρ as mentioned in chapter 3.(
∂τi j u j

)
/∂xi is the viscous work term and represents the work due to viscous

stresses. Analytical solutions of the Navier-Stokes equations are known only
for simple flows under ideal conditions. In case of real flows they are, due to
the multi-dimensional and non-linear differential equations, rather difficult.
Therefore, a numerical approach must be adopted whereby the equations are
replaced by algebraic approximations, which can be solved using numerical
methods. The phenomenon of turbulence, which occurs at sufficiently large
Reynolds numbers2, complicates the efforts of solving the equations. Turbu-
lence is a complex three-dimensional unsteady process, which consists of
fluctuations in time and space over a wide range of scales. It has a significant
effect on the characteristics of the flow, especially if, as in the present work,
mixing and combustion problems are involved. The combustion process it-
self increases the complexity of the problem, since an accurate resolution of

1As the present study focuses on adiabatic conditions, convective enthalpy fluxes and radiative heat losses
are neglected.

2The Reynolds number relates the impact of the inertia forces to the viscous forces in the fluid.
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the reactive flow would require a resolution of elementary chemical reactions.
Even in rather simple reaction processes this would imply to take an immense
number of species and their corresponding transport equations into account.

The Navier-Stokes equations are able to describe turbulent reactive flows
without any additional information. But to resolve even the smallest eddies at
realistic Reynolds numbers an extremely fine finite volume mesh is required.
Therefore, a high computational effort is necessary to apply such a simulation,
which is known as the Direct Numerical Simulation (DNS). As a consequence,
DNS is far beyond the scope of industrial and many research problems and
is therefore not considered in the following. First simplifications result in the
Large Eddy Simulation (LES), which resolves the largest turbulent scales up
to a certain cut-off scale. The cut-off scale is commonly determined by the
size of the mesh, which acts as a low pass filter. The effects of turbulent fluc-
tuations, which are smaller than this limit, are modeled. In looking at time
scales, which are larger than the time scales of turbulent fluctuations, a turbu-
lent flow quantity ( f t ) can be divided into an averaged ( f̄ t ) and a time-varying
fluctuating part ( f ′′

t ). This idea is exploited in the Reynolds averaged Navier-

Stokes equations (RANS), which determine the averaged flow quantities and
model the entire turbulence spectrum. Due to the applied statistically aver-
aging procedure the turbulence models based on the RANS formulation are
known as statistical turbulence models.

The question of choosing either LES or RANS is always a compromise between
numerical accuracy, computational resources and physical simulation time.
For performing transient simulations Reynolds averaged Navier-Stokes equa-
tions are used in the present work because they offer satisfactory results in an
acceptable time frame.

4.1.2 Modeling turbulence with RANS

In the RANS approach turbulence models solve a modified set of equations by
introducing a mean and fluctuating part, which results in additional unknown
terms containing products of fluctuations. To avoid further unknowns the
mass-weighted averages (Favre averages) are usually preferred over Reynolds
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averaged quantities. Every quantity can then be described as

f t = f̃ t + f ′′
t , f̃ ′′

t = 0, (4.4)

where

f̃ t =
ρ f t

ρ̄
. (4.5)

Using the above definition the Reynolds averaged Navier-Stokes equations are
written as follows:

conservation of mass:
∂ρ̄

∂t
+
∂ρ̄ ũi

∂xi

= 0. (4.6)

conservation of momentum:

∂(ρ̄ ũi )

∂t
+
∂ρ̄ ũi ũ j

∂x j

=−
∂p̄

∂xi

+
∂τ̃i j

∂x j

−
∂ρ̄ �u′′

i
u′′

j

∂x j

, (4.7)

conservation of energy:

∂ρ̄ h̃t

∂t
−
∂p̄

∂t
+

∂

∂xi

(
ρ̄ ũi h̃t

)
=

∂

∂xi

(
λ∇T − ρ̄ �u′′

i
h′′

t

)
+
∂uiτ

∂xi

. (4.8)

Compared to the Navier-Stokes equations the latter relations exhibit addi-
tional terms in form of products of fluctuations. Two classes of terms can be
identified: The Reynolds stresses �u′′

i
u′′

j
and the turbulent fluxes, e.g. of the en-

thalpy ρ̄ �u′′
i

h′′
t . The introduction of an additional equation for the combustion

process (see chapter 4.2.1) results in another turbulent flux of the species or
progress variable. The objective of turbulence models is now to derive closure
relations for these unknown quantities.

Following the classical turbulence viscosity assumption proposed by Bussi-
nesq, the Reynold stresses can be related to the mean velocity gradients and
turbulent eddy viscosity by the gradient diffusion hypothesis

ρ̄ �u′′
i

u′′
j
=−µt

(
∂ũi

∂x j

+
∂ũ j

∂xi

−
2

3

∂ũi

∂xi

)
+

2

3
ρ̄k , (4.9)
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where µt is the turbulent dynamic viscosity, which has to be modeled. k de-
notes the turbulent kinetic energy, which is defined as:

k =
1

2
( �u′′

i
u′′

i
). (4.10)

A similar solution can be found for the turbulent fluxes. The diffusivity hy-
pothesis states that the fluxes of a scalar φ (species, enthalpy, progress vari-
able) can be related linearly to the mean scalar gradient

−ρ̄�u′′
i
φ′′

k
=

µt

Prt

∂φ̃k

∂xi

, (4.11)

where Prt represents the turbulent Prandtl number.

A variety of methods exist to model the closure for the turbulent viscosity. The
methods range from simple mixing length or no-equation models over one or

two equation models up to computational expensive Reynolds stress models.
Whereas the no- to two-equations models assume isotropy and homogene-
ity of turbulence, the Reynolds stress model solves the individual stress com-
ponents resulting in six additional transport equations. As the computational
effort related to the Reynolds stress models is too high, the performed simu-
lations use the so-called Shear Stress Transport (SST) model to account for the
complex flow field of a swirled stabilized combustion. The SST model com-
bines the advantages of the Wilcox k −ω [131] and the k − ǫ model. k −ω and
k−ǫ models solve two equations accounting for the turbulent kinetic energy k

and the turbulent frequency ωt , in case of the k −ω model, and the turbulent
dissipation ǫt , in case of the k − ǫ model. The turbulent viscosity can then be
determined by the relations

µt = ρ
k

ωt

or µt = cµρ
k2

ǫt

, (4.12)

where cµ is a constant. The main advantage of the k −ω model is the near
wall treatment. According to [5] it is even more robust and accurate, because it
does not involve the complex non-linear damping functions of the k−ǫmodel.
On the other hand the Wilcox formulation is known to have a strong sensitivity
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to free-stream conditions [77]. The Baseline (BSL) k−ω model tries to solve the
problem in combining a transformed k−ǫ and the k−ω model. The transition
between both approaches is realized near the surface and in the outer region
with a blending function, which was developed by Menter [78]. The author
also demonstrated [78] that the BSL k −ω model still fails to properly detect
the onset and the amount of flow separation from smooth surfaces, because
the model does not consider the transport of the turbulent shear stress. This
results in an over-prediction of the eddy viscosity. The SST model, which is
based on the BSL k −ω formulation, uses therefore a limiter for the eddy vis-
cosity and an improved blending function. According to [5] the SST model is
able to accurately predict the onset and the amount of flow separation under
adverse pressure gradients. In terms of accuracy and computational effort the
SST model is an adequate solution for the present work considering reactive
swirling flows and is chosen in the following.

4.2 Theoretical and numerical combustion

4.2.1 Combustion theory

Similar to the problems mentioned above, the description and modeling of
the complex combustion process is also a challenge. Beside the basic govern-
ing conservation equations of species, energy, fluid mass and momentum, it is
of importance to understand the complex interaction between the fluid flow
and the combustion process. As mentioned in chapter 1.5 the field of gaseous
turbulent combustion can be subdivided in premixed, non-premixed, or par-
tial premixed combustion.

Furthermore, the combustion process can be characterized by the flow
regime. In laminar combustion the process is mainly driven by chemical and
molecular diffusion processes and is not affected by the flow field itself. Tur-
bulence, on the other hand, changes completely the character of the combus-
tion process. In presence of turbulence, each eddy can, depending on its size,
wrinkle the flame front or even enter the flame and can thus modify its in-
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trinsic structure. As the flow field is turbulent in most practical applications,
laminar flames do not play an important role. However, the computation of
laminar premixed flames is the first step towards more complex combustion
models.

In terms of chemical combustion processes the global chemical reaction of
natural gas can be written as follows:

CH4 +λ

(
O2 +

79

21
N2

)
→ CO2 +2H2O+

[
(λ−1) O2 +λ

79

21
N2

]
. (4.13)

Here, λ denotes the air-fuel ratio, which describes the relation of the amount
of air, which is effective available and which is stoichiometric required. The
reciprocal of λ is the commonly used equivalence ratio φ, which was defined
in chapter 2.2.2 and 2.3.2. Depending on the equivalence ratio the combustion
can be divided in several regimes:

φ=





< 1 lean
= 1 stoichiometric
> 1 rich.

(4.14)

The conservation of a species k can be derived analogously to the conserva-
tion equations (Eqn. (4.1), (4.2), (4.3))

∂(ρYk)

∂t
+
∂(ρYk ui )

∂xi

=
∂

∂xi

(
ρDk

∂Yk

∂xi

)
+ ω̇k , (4.15)

where D accounts for the molecular diffusion according to Fick’s law and de-
notes the diffusion coefficient of species k . ω̇k is the reaction rate of species
k . Even in simple cases the combustion process involves many species. To ac-
curately resolve this process various species transport equations have to be
solved. This is computationally expensive and not feasible in most techni-
cal applications. Therefore, the reaction mechanism has to be reduced and
is commonly represented by a few main species (like the global mechanism
shown in Eqn. (4.13)). In case of perfect premixed flames, an alternative ap-
proach has been established, which replaces the species conservation equa-
tions by a transport equation of a so-called reaction progress variable. The
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reaction progress variable, denoted by the scalar c , represents the probability
for the instantaneous state of the fluid being reacted. It is defined in the range
from:

c =
{

0 unburnt mixture / fresh gas
1 burnt products.

(4.16)

The species composition of the fluid can, for the special case of (Le = 1)3, be
computed by the following relation:

Y = (1− c)Yfresh + c Yburnt. (4.17)

If the combustion configuration is not premixed perfectly, an additional trans-
port equation for the mixture fraction ZM has to be solved to account for the
mixing process of fuel and air. The mixture fraction measures the fuel-oxidizer
ratio and is normalized such that ZM = 0 in the oxidizer stream and ZM = 1 in
the fuel stream:

ZM =
sYF −YO +Y 0

O

sY 0
F +Y 0

O

. (4.18)

Y 0
F and Y 0

O denote the fuel and oxidizer mass fractions in pure fuel and oxi-
dizer streams, respectively. ZM is a passive or conserved scalar and alters only
because of diffusion and convection processes and, in contrast to Eqn. (4.15),
not because of reaction:

∂(ρ Z )

∂t
+
∂(ρ Z ui )

∂xi

=
∂

∂xi

(
ρD

∂Z

∂xi

)
. (4.19)

To ensure that the problem in the limit of pure fuel and pure oxidizer remains
well-posed, the reaction progress approach has to be extended. According to
[5] this can be realized in introducing the weighted reaction progress Fw , Fw =
ZM ·(1−c). A linear combination of the transport equation for ZM and c yields
the transport equation for Fw :

∂(ρFw )

∂t
+
∂(ρFw ui )

∂xi

=
∂

∂xi

(
ρD

∂Fw

∂xi

)
+2

(
ρD

)(∂ZM

∂xi

∂c

∂xi

)
−ZM ω̇c . (4.20)

3A unity Lewis number is assumed in the present work, which implies that the thermal diffusivity is equal to
the mass diffusivity.
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4.2.2 Practical premixed combustion model

Similar to Eqn. (4.6), (4.7), (4.8) a Reynolds averaged equation of the mixture
fraction and the weighted reaction progress can be derived. For the weighted
reaction progress this relation yields:

∂(ρ̄ F̃w )

∂t
+
∂(ρ̄ F̃w ũi )

∂xi

=
∂

∂xi

[(
ρD +

µt

Scc,t

)
∂F̃w

∂xi

]
+

2

(
ρD +

µt

Scc,t

)(
∂Z̃M

∂xi

∂c̃

∂xi

)
− Z̃M

¯̇ωc . (4.21)

The term −ρ̄�c ′′u′′
i

was replaced analogous to Eqn. (4.11) by µt

Scc,t
, where Scc,t

denotes the turbulent Schmidt number, which is set by default to 0.9 [5]4. The
source term ¯̇ωc is defined as:

¯̇ωc = S̄c −
∂

∂xi

(
ρD

∂c̃

∂xi

)
. (4.22)

To solve Eqn. (4.21), the turbulent flame speed closure (TFC) model is used for
the unknown averaged reaction source term S̄c . The original idea of the TFC-
model was presented by Zimont [138], whereas the complete formulation of
the model was described by Zimont and Lipatnikov [136]. Furthermore, the
TFC-model was improved and extended by Zimont et al. [137] and Polifke et
al. [97].

The approach is based on the idea to represent the source term as a spatial
progress of the flame front, which can be described as a function of the turbu-
lent flame speed st :

S̄c = ρu st |∇c̃|. (4.23)

|∇c̃| is the magnitude of the gradient of the progress variable and ρu is the
density of the unburnt gas. This approach has the advantage that, for a given

4Again, a unity Lewis number is assumed. In this case it follows that the Prandtl number Pr = Sc.
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area, the integral over the source term matches the inflow of the fuel-air mass
flow over the flame front. In addition the turbulent flame speed st , for which
a closure has to be derived, varies in a given configuration typically by one
order of magnitude compared to combustion models, which are based on
molecular reaction rates5. Following Zimont, the closure for st is derived for
the thickened-wrinkled flame regime, which is characterized by a Damköh-
ler number of Da > 1 and a Karlowitz number of 1 < Ka < 100. The Damköh-
ler number describes the relation between the integral turbulent time scale
τt and the chemical time scale τc . The Karlowitz number corresponds to the
smallest eddies and is the ratio of the chemical time scale and the Kolmogorov
time τk

Da = Da(l t ) =
τt

τc

, Ka =
1

Da(ηk)
=

τc

τk

=
(

l f

η

)2

, (4.24)

where l t and ηk denote the turbulent integral length scale and the Kolmogorov
length scale, respectively. l f is the laminar flame thickness. In the range of
Ka > 1 it is assumed, that the small turbulent eddies up to a certain size are
able to enter the flame front and thus to thicken the flame. Assuming that the
chemical time scale in the thickened flame front is the same as in the lami-
nar case, the local flamelet velocity can be expressed, according to Zimont, in
terms of the chemical time scale τc and local turbulent parameters u′′, τt and
l t . The evaluation of the average burning velocity st is based on the flamelet
velocity and the average ratio of flamelet surfaces to the normal direction of

propagation of the turbulent flame δS
δS0

[138]. st can then be described by the
following relation

st = 0.5G u′′3/4 s1/2
L χ−1/4

u l 1/4
t , (4.25)

where sL represents the laminar flame speed and χu the thermal diffusivity.
A stretch factor G is introduced in addition to the original formulation to ac-
count for the reduction of the flame speed at high turbulent intensities due to
fluid dynamic strain and stretch. It is defined as the probability of unquenched
flamelets. Local flamelet extinction takes place if the turbulent eddy dissipa-
tion ǫ is larger than a certain critical value ǫcrit = 15νgcrit, where ν is the kine-
matic viscosity of the fluid. The stretch factor can be obtained, assuming a

5The reaction rate of combustion models, which are based on molecular reaction rates, exhibit commonly
large changes of several orders of magnitude in the computational domain.
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Figure 4.1: Laminar flame speed sL as a function of equivalence ratio φ

log-normal distribution of ǫ, by:

G =
1

2
erfc

{
−

√
1

2σ

(
ln

15νg 2
crit

ǫ

)}
. (4.26)

σ denotes the standard deviation of the distribution of ǫ and is defined as σ=
0.28 ln(l t /η). Following experiences of similar combustor configurations and
recommendations given by Polifke et al. [97], the critical strain rate gcrit is set
to 8500s−1 in the present work.

The laminar flame speed is a property of the fuel-air mixture. It depends on
the equivalence ratio, the temperature of the unburnt mixture and pressure.
In the present work the reference pressure is the atmospheric pressure. The
inflow temperature of the simulations is 298K . To determine the correct value
in dependence of the equivalence ratio a simulation of an one-dimensional
laminar flame was performed using the solver Chemkin. Chemkin computes
various laminar flame characteristics using a detailed chemical mechanism
on the basis of elementary reactions, which are determined by Arrhenius ex-
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pressions. The results of the computation in the range of 0.5016 < φ < 1.429
are shown in Fig. 4.1, where φ= 0.5016 represents the lean extinction value.

An alternative correlation without performing any computations can be found
in Metghalchi and Keck [80], Poinsot and Veynante [94] or Turns [128].

80



5 System Identification

Flame transfer functions can in principle be obtained experimentally, analyt-
ically or numerically. To overcome limitations associated with experiments or
analytical descriptions, the present study uses unsteady CFD computations
and a system identification method to determine the flame transfer functions
Fu(ω) and Fφ(ω) over a wide range of frequencies.

The CFD/SI method based on digital signal processing was proposed and de-
veloped by Polifke et al. [98, 102] and Gentemann et al. [34] to identify SISO
or MIMO systems. The method processes time series data generated by tur-
bulent reactive flow simulation with broadband excitation. This makes it pos-
sible to determine frequency responses from a single CFD run, thus reducing
the computational effort drastically. The presented routine is an extension of
the basic approach and allows determining MISO model coefficients of a prac-
tical premixed flame. Identification of a MISO model is more difficult than
identification of SISO model coefficients, especially in the presence of noise.
Therefore it is explored how the quality of the identified model can be vali-
dated a posteriori. A simple Matlab/Simulink model that mimics qualitatively
the behavior of a practical premixed combustion system with two fuel injector
stages is used to establish the proof of concept for the proposed methodology.
In contrast to a CFD simulation, the simple model allows a comparison be-
tween identified and predefined transfer functions as the exact values of the
transfer functions are known. Furthermore, it is investigated which excitation
signal type provides the best identification results in presence of noise.

In the next sections basic relations for identifying the flame dynamics are de-
rived using theory of linear time-invariant systems, system identification and
digital signal processing. The interested reader may refer to [51, 73, 85] for a
more detailed explanation. Different types of excitation signal employed in
this study are introduced. In addition, quality measures for a posteriori val-
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idation of identification results are defined. Afterwards a numerical study of
identification of a multiple-input single-output flame model is presented us-
ing the Matlab/Simulink model. Beside the proof of concept and the investi-
gations of different excitation signal types the impact of the time series length
on the identification results is analyzed. Furthermore, it is shown that identifi-
cation fails if a SISO structure – inappropriate for the system investigated (see
chapter 2.2.3) – is assumed.

5.1 Model structures and response filters

As non-linear effects are outside the scope of the present work, it is assumed
that at sufficient small amplitudes the MISO system representing the flame
dynamics can be regarded as a discrete, linear time-invariant (LTI) system.
A system is said to be time invariant if the response to a input signal does not
depend on absolute time. In addition, a system is a causal system, if the output
signal depends only on present and past input signals. According to digital
signal theory any linear, time-invariant, causal SISO system can be described
by its impulse response or weighting function as follows:

y(t ) =
∫∞

τ=0
h(τ)x(t −τ)dτ. (5.1)

Here, y denotes the output or response of the system and x the input signal at
time t . Knowing the impulse response h(τ) for every value τ = 0...∞ and the
present and past input signals the corresponding output can be determined
for any input. The system is therefore completely characterized by its impulse
response.
In most practical cases the output depends not only on the input, but also on
disturbances in the system. Therefore an additive noise term e is introduced in
the model. Depending on the signal to noise ratio, e can have a significant in-
fluence on the identification quality. For a discrete system, which is observed
at the sampling instants tn = n△t , n = 1,2, ...ntot with △t being the sampling
interval, Eqn. (5.1) becomes:

yn =
∞∑

k=0

hk xn−k +en. (5.2)
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5.1 Model structures and response filters

To avoid infinite convolution sums, the first step is to choose a model structure
and model size, which is capable of accurately representing the system with
only a finite number of coefficients. In the field of system identification there
exists a wide range of model classes for LTI systems.

A common description of a LTI system is, for example, the linear difference
equation:

yn =−a1 yn−1 −a2yn−2 − . . .−aN yn−N

+b0xn + . . .+bM xn−M +en

=−
N∑

k=1

ak yn−k +
M∑

k=0

bk xn−k +en. (5.3)

Here, the required output at time step n can be calculated using a finite
amount of previous output values and the present and previous input values,
which are weighted with model coefficients a and b. Eqn. (5.3) is also called
an equation error, infinite impulse response (IIR) or an ARX model, where AR
refers to the auto-regressive part ai yn−i and X to the extra input bi xn−i . The
advantage of the ARX model is the fact that its predictor defines a linear re-
gression, which allows the use of powerful estimation methods to determine
the unknown model coefficients.

To maintain the causal relationship between the input signal and the output
response in the time-domain, the model is reduced to a discrete finite impulse

response (FIR) description where an = 0, for n = 1,2, . . . N . The causal rela-
tionship has the advantage that a physical interpretation of the coefficients
is straightforward1.

In the following a practical premixed burner with two fuel injection stages is
discussed, in which the flame is accordingly described as a MISO system as
shown in Fig. 6.2. Treating the system as an open-loop, discrete time system
without feedback, the output yn (the normalized heat release rate fluctuation

1A IIR description would reduce the required amount of model coefficients to achieve a desired accuracy. An
undesirable consequence of an IIR model is, however, that a physical interpretation of the coefficients is rather
difficult.

83



System Identification

x

yy

(1)

x
(2)

x
(3)

Figure 5.1: Sketch of a MISO system with two fuel injectors

Q̇ ′/ ¯̇Q) at time n∆t can then be determined by the relation

yn =
M∑

k=0

h(1)
k

x (1)
n−k

+
M∑

k=0

h(2)
k

x (2)
n−k

+
M∑

k=0

h(3)
k

x (3)
n−k

+en, (5.4)

where x (i ), i = 1,2,3 represent the three normalized input signals
u′

b
/ūb,φ′

1/φ̄1,φ′
2/φ̄2. The parameters h(1)

k
, h(2)

k
, h(3)

k
represent the unit impulse

response vectors, which can be regarded as a causal, weighted, time-delayed
distribution of the response to the different x (i )’s.

The length M of the UIR vectors, which corresponds to the filter ”memory”,
has to be chosen such that it accounts for the longest time lag of the system
(usually a convective time scale [98]). The transfer functions of Eqn. (5.4) are
computed as the z-transform of the UIRs:

F (i )(ω) =
M∑

k=0

h(i )
k

e−iωk∆t , i = 1,2,3. (5.5)

The valid frequency range for the transfer functions depends on the time step
∆t and the total simulation time T = ntot ∆t and ranges from fmi n = 1/T to
fmax = fn = 1/ (2∆t ). Here, fn is denoted as the Nyquist frequency2.

The UIR coefficients h(i )
k

of Eqn. (5.5) describe the system as a so-called grey
box with limited physical insight of the system. With the given model struc-
ture, the search for the optimum model reduces to the problem of identifying
the unit impulse response vectors.

2The Nyquist frequency represents the maximum frequency at which a broadband signal can be exactly re-
covered from its sample values.
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5.2 System Identification

5.2 System Identification

To accomplish this task a routine based on a non-recursive least square method

and the linear regression property are used (see [73] for more details). The
predictor of Eqn. (5.4) can be described as

ŷn|θ =ϕT
nθ, (5.6)

where θ denotes the unknown parameters

[h(1)
0 h(1)

1 . . .h(1)
M h(2)

0 . . .h(2)
M h(3)

0 . . .h(3)
M ]T

and ϕ the regression vector

[x (1)
n , x (1)

n−1 . . . x (1)
n−M x (2)

n . . . x (2)
n−M x (3)

n . . . x (3)
n−M ]T .

Using the predictor in Eqn. (5.6) the prediction error can be estimated:

ǫn,θ = yn −ϕT
nθ. (5.7)

A least-square criterion for the linear regression can now be defined as

V (θ) =
1

N −M +1

N∑

n=M

1

2

[
yn −ϕT

nθ
]2

, (5.8)

where N denotes the number of time steps considered. Eqn. (5.8) can be min-
imized analytically due to its quadratic characteristics in θ:

θ̂ =
[

1

N −M +1

N∑

n=M

ϕnϕ
T
n

]−1
1

N −M +1

N∑

n=M

ϕn yn . (5.9)

The least-square estimate θ̂ can be calculated, if the inverse on the right side
of the latter equation exists. The first sum of Eqn. (5.9) can be estimated as the
3M ×3M auto-correlation matrix of the input signals:

Γxx =
1

N −M +1

N∑

n=M

x (i )
n x

( j )
n−k

; k = 0, . . . , M ; i , j = 1,2,3. (5.10)
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The second term on the right hand side can be estimated as the cross-
correlation vector of the input and output signals:

Cx y =
1

N −M +1

N∑

n=M

x (i )
n yn−k ; k = 0, . . . , M ; i = 1,2,3. (5.11)

Compared to the basic CFD/SI method, which identifies SISO and MIMO
models (see [34, 98, 102]), the auto-correlation matrix contains now as well
non-diagonal entries as the input signals are correlated. This fact requires a
discussion about the choice of excitation signals and the validation methods
to judge the quality of the results obtained. Equation (5.9) can be rewritten as
follows

θ̂ =Γ
−1
xxCx y , (5.12)

which is the optimal linear least square estimator for the unit impulse re-
sponse. It is also known as the Wiener-Hopf equation or rather the Wiener-
Hopf inversion [40, 52, 73]. After the auto-correlations and cross-correlations
are determined, the unknown parameters are solved using a method which is
based on a least-square root algorithm for sparse linear equations [86].

5.3 Excitation signals

The identification method presented above processes data from simulations
with broadband excitation. Several types of broadband excitation signals are
known, and it is worthwhile to investigate how the signal type influences the
results of the identification.

Insufficient excitation strength will yield poor identification results, especially
in the presence of noise. On the other hand, because the identification proce-
dure is limited to linear systems, it has to be assured that maximum signal am-
plitudes do not generate non-linear behavior. A maximum utilization of the
amplitude limit over a wide range of frequencies is therefore beneficial. This
can be judged in analyzing the so-called crest factor or peak-to-average ratio,
proposed by Ljung [73]. The crest factor is a property of the waveform and is
equal to the peak amplitude of the waveform divided by the mean square of
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the zero mean signal:

C 2
r =

maxn(x2
n)

1
N

∑N
n=1 x2

n

(5.13)

According to [73] a good signal waveform is one with a small crest factor. A
similar definition can be found in Isermann [51]. In the next section, three dif-
ferent excitation signals are shortly explained as they are used in the following.

Overlaid multi-frequency signals

A broadband excitation signal xex can be generated by a superposition of sine
waves (SINE):

xex,n =
N F∑
ν=0

u0sin(2π fν(n∆t +φν)), (5.14)

where NF denotes the number of single frequencies, u0 the basic amplitude
and ∆t is the sampling interval of the signal.

Broadband white noise (BBWN)

A broadband white noise signal can be generated from pseudo-random num-
bers ”rand(n)” distributed uniformly between 0 and 1:

xex,n =
{

2u0(rand(m)−0.5), n = m Tc/∆t ,
xex,(n−1), n 6= m Tc/∆t ,

(5.15)

for m = 0,1, . . . , N ∆t /Tc . Tc represents the cycle time or rather the cut-off
frequency Fc = 1/Tc , which determines the frequency content of the signal.

Discrete random binary signal (DRBS)

A discrete random binary signal can take on only two values ±u0. The change
between the two values takes place at a random multiple of the time step
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Tc = m∆t , m = 1,2, . . . , N (∆t /Tc), which determines again the maximum fre-
quency Fc of the signal:

xex,n =
{

u0 sign((rand(m)−0.5) 2), n =m Tc/∆t ,
xex,(n−1), n 6=m Tc/∆t .

(5.16)

”sign” is the sign function in this context which returns the value 1 or −1 de-
pending on a positive or negative expression.
An example of the excitation signals in the time domain in shown in Fig. 5.2 to
demonstrate the different utilization of the amplitude limit. The second line
in Eqn. (5.15) and (5.16) represents a non-standard low-pass "filtering" opera-
tion that has been found useful in the present work. Its purpose is to preserve
a maximum possible amplitude of the excitation signals. Using standard filter
methods (e.g. low-pass Butterworth filter), the amplitudes in the time-domain
and the power density spectrum are usually damped. This is demonstrated for
the DRBS in Fig. 5.3. In principle rectangular or binary signals have the low-
est crest factor and the highest power spectral density (signal amplitudes) for
given limit amplitude. The power spectral density can be increased even fur-
ther if the frequency content of the signal is reduced to a fraction of the sam-
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Figure 5.2: Excitation signals (−− Sine, -- BBWN, -· DRBS)
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Figure 5.3: Filtered excitation signals (−− Low-pass filtered DRBS, -· DRBS fil-
tered acc. Eqn. (5.16))

pling frequency. This effect can be exploited especially in the present case, as
the flame exhibits a low-pass behavior, i.e it does not respond to high frequen-
cies.

5.4 A posteriori validation of identification results

In many cases it is difficult to judge whether the transfer function or the
unit impulse response identified indeed describe the relationship between the
measured signals and responses and thus the physics correctly. Especially in
presence of noise the model size M and the length N of the signal have to be
chosen in such a way that a proper identification is guaranteed. To accomplish
this task, a posteriori ”quality checks” are required, which are described in the
following.

In some cases the transfer function or the unit impulse response vector has
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to satisfy certain constraints or has to exhibit certain characteristic features.
For example, constraints on the low-frequency limit of flame transfer func-
tions can be derived from global conservations laws, as discussed by Polifke
and Lawn [100]. According to their analysis, the flame transfer function Fu ap-
proaches unity for ω→ 0. The same behavior holds for transfer functions Fφ in
combustion systems with non-stiff fuel injection. The unit impulse response,
on the other hand, has to reflect the physics of the system in showing a real-
istic mean time delay and time delay distribution of the response to the input
signal.

Beside such qualitative evaluation two methods are used in the present work,
which are described in system identification theory (e.g. [73]). In the first
method, the measured3 input signals and the estimated parameters h(i )

k
are

used to determine the predicted response ŷ . The deviation between predicted
and measured response yn , the prediction error ǫ (ǫn = yn − ŷn), is then com-
pared to the variations of the measured response by the following relation:

Q = 100∗


1−

√∑N
n=1(yn − ŷn)2

√∑N
n=1(yn − ȳ)2


 [%]. (5.17)

The numerator of the fraction term is the root mean squared prediction er-
ror. The denominator represents the standard deviation of the response mea-
sured, where ȳ denotes the mean value of y . Q represents the proportion of
the total deviation of the measured response that is explained by the model.
A value of 100% indicates that the response measured can be completely de-
scribed by the input signals and the identified model parameters. 100%−Q

can therefore be related to the unexplained deviation and can be interpreted
as the proportion of the error or white noise in the signal.

A better assessment of the quality of the model can be achieved in analyzing
the correlation between the prediction error ǫn and the input signals x (i ), i =
1,2,3

Cǫx(i )(k) =
1

N −O +1

N∑

n=O

ǫn x (i )
n−k

, k = 0, . . . ,O; i = 1,2,3. (5.18)

3The terms ”measured signal / response” represent in the present context the signals, which are obtained by
the Matlab/Simulink model or the transient CFD simulation.
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If the correlation values are rather large, it can be reasoned that there is still
a part of the measured output yn that originates from present and past input
signals. In other words, the input-output relationship has not been properly
identified by the model with order M . If the obtained correlation values are
small, the model is probably independent of the input signal. The model can
therefore also be applied to other input signals. As the least-square method
determines the parameters θ̂ such that the correlation of the prediction error
ǫn and the regressor vector ϕ is minimized, the analysis should be carried out
with O > M . To judge whether a value is small or still acceptable, the correla-
tion can be compared to a 99% confidence interval, which can be determined
according to Ljung [73] to:

cix(i ) =

√∑O
k=−O Γǫ,kΓx(i ),k

N −2O −1
Nα, i = 1,2,3, (5.19)

where Γǫ and Γx(i ) are the auto-correlation vectors of ǫ and x (i ), i = 1,2,3 re-
spectively. Nα represents the deviation of a normal distribution with expecta-
tion of µ= 0 and a standard deviation of σ= 1. For a confidence value of 99%,
Nα amounts to 2.58. It follows for the correlation that the relation

∣∣∣∣∣
1

√
Γǫ,k=0Γx,k=0

Cǫx,k

∣∣∣∣∣É ci (5.20)

has to be fulfilled.

Similar equations can be obtained for the auto-correlation of the prediction
error. Large values of the auto-correlation are an indication that the predic-
tion error does not exhibit white noise characteristics and may therefore still
contain some dynamics of the system. An exception is the value at k = 0 which
has to approach unity. If the prediction error exhibits, similar to the flame re-
sponse, a low pass filter behavior with a cut-off frequency far below the sam-
pling frequency the auto-correlation can contain large values for k ≤ 1/ fc/△t ,
where fc denotes the cut-off frequency and △t the sampling interval.

All methods mentioned above should be analyzed in combination to assess
the quality of the identification.
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5.5 Proof of concept for the identification of the MISO flame

model

Until now, the CFD/SI method has not been applied to identify the flame dy-
namics, which are described by a MISO model. In this section, proof of con-
cept for this approach is established by a comprehensive validation study.
Both a priori and a posteriori quality criteria are employed. Furthermore, the
impact of different excitation signals and of the signal time series length N in
presence of noise on the quality of the identification results is assessed. Such
a sensitivity study helps to determine the necessary conditions for a success-
ful identification. The proof of concept is not based on CFD data – because
with a CFD model, the exact values of the frequency response functions are
not known a priori. Even, if highly accurate data can be obtained, it is not pos-
sible to distinguish whether discrepancies observed are due to inadequacies
of the turbulent combustion model or due to the MISO identification scheme.
Instead, a time-domain simulation of a linear, time-invariant dynamic sys-
tem model, that is qualitatively representative of the dynamics of a practical

φ,1

φ,2

u

1

2

Figure 5.4: Sketch of the Matlab/Simulink test rig model
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Figure 5.5: Predefined test UIRs of the model (−−U I Ru, -- U I Rφ,1, -·U I Rφ,2)

premixed combustor (see Fig. 1.2) is set up in Matlab/Simulink. A similar ap-
proach has been used by Yuen et al. [134] for validation of acoustic transfer
matrix reconstruction. A block diagram of the model, which includes two fuel
injectors at different locations, is shown in Fig. 5.4. The first disturbance rep-
resents the velocity fluctuation at the burner mouth. The second and the third
one are fluctuations of the equivalence ratio, which arise from fluctuations of
the velocity of the main stream and the fuel mass flow at the corresponding in-
jection locations. Without essential loss of generality, zero acoustic boundary
conditions and zero phase lags between velocity fluctuations at the injectors
and the burner exit are assumed. Therefore, the velocity fluctuations at the in-
jection locations are coupled directly to the fluctuations at the burner mouth,
as indicated in Fig. 5.4. The flame dynamics is described by three unit impulse
responses UIRu, UIRφ,1, UIRφ,2, named ”Digital filter” in Fig. 5.4. The ampli-
tudes, mean time lags and time lag distributions of the three UIRs differ from
each other as presented in Fig. 5.5. The UIRs are designed to correspond qual-
itatively with results of previous experimental and computational studies on
premix flame dynamics, and also to the UIRs obtained in the CFD/SI study,
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Figure 5.6: Predefined test FTFs of the model (−− Fu, -- Fφ,1, -· Fφ,2)

which are discussed in chapter 6.3. The corresponding transfer functions are
presented in Fig. 5.6. For the present case 60% of the total amount of fuel is
injected by the first fuel injection stage and the remaining 40% by the second
one. The factor Ki = ¯̇mF,i /(

∑N
i=1

¯̇mF,i ) (see Eqn. 2.10) in the model is accordingly
set to 0.6 for the first and 0.4 for the second fuel injection stage.

All excitation signals – see Fig. 5.2 for a sample – have the same amplitude
in the following. The relevant signals were measured upstream of the flame,
represented by the digital filters in Fig. 5.4. The amplitudes of the measured
equivalence signals vary according to the sum of two excitation signals, which
are weighted with factors K1 and K2. The sum represents the correlation of the
velocity fluctuations as described in Eqn. (2.10), (2.11). The crest factor of the

DRBS BBWN SINE

Cr [-] 1,007 1,319 2,032

Table 5.1: Crest factor Cr of the measured signals.
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5.5 Proof of concept for the identification of the MISO flame model

measured signals are presented in table 5.1, confirming that the DRBS exhibits
the best characteristics.

The simulations of the dynamic model were performed using a time step of
∆t = 2.5 × 10−5 s. The total length of the simulations were equal to 10000
time steps, which corresponds to a minimum resolved frequency of fmin =
1/(10000∆t ) = 4 Hz. In the first test series the used white noise signals are
not limited in frequency ([0 40000 Hz]). The cycle time is thus the same as the
sampling interval of the simulation. The sinus signal contains multiple sine
waves with frequencies ranging up to 10000 Hz with a frequency step of 5 Hz.

5.5.1 Impact of model structure on identification results

In this sub-section results, which are obtained in the absence of noise, are pre-
sented. In this case the identification results obtained with the MISO model
exhibit a perfect match for all excitation signals applied in terms of unit im-
pulse responses or flame transfer functions. For example, the unit impulse
response UIRu is shown in Fig. 5.7. Equivalent results are achieved for UIRφ,1

and UIRφ,2, which are not presented here. This is a remarkable result, which
demonstrates that the proposed method is capable to discern the impact of
the different input signals variables on the overall flame response. For com-
parison, Fig. 5.7 shows also the identification result obtained if the flame re-
sponse is represented by a SISO model structure taking the velocity fluctu-
ation at the burner mouth as the only input signal. Here it is apparent, see
Fig. 5.5 for comparison, that the identified UIR also includes spurious con-
tributions of the correlated part of the equivalence ratio fluctuations. Fig. 5.8
shows in addition, that the predicted output signal using the UIR identified
with the SISO model results in a huge prediction error. On the other hand,
if the UIR identified with the MISO model is used, a perfect match between
measured and predicted time series is achieved, see again Fig. 5.8. These ob-
servations indicate that, independent of the identification method chosen, an
adequate model structure must be selected. In principle, simpler identifica-
tion methods based e.g. on single frequency forcing and Fourier transforms of
the signals could be applied. In that case a multi-load or multi-source strategy
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Figure 5.7: Comparison between predefined and identified unit impulse re-
sponse U I Ru using MISO and SISO model structure (−− Test UIR,
-o MISO, -- SISO)

– an extension of the two-source method proposed by Åbom [2] – would have
to be developed in order to separate the correlated effects of the signals on the
response. This would, however, result in a several-fold increase in computa-
tional requirements.

5.5.2 Impact of excitation signal types in the presence of noise

In experiments or CFD simulations, measured signals as well as measured re-
sponses contain usually a certain amount of noise. To investigate the impact
of noise on identification quality, the signals are overlaid with an uncorrelated,
normally distributed white noise signal. A signal-to-noise ratio u0/n0 of about
four was chosen in the present case, where n0 denotes the basic amplitude of
the white noise. Figure 5.9 and 5.10 show the result of the identification in
the presence of noise in terms of the unit impulse responses UIRu and UIRφ,2.
The results for the third unit impulse response UIRφ,1, as well as the corre-
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Figure 5.8: Comparison between measured and predicted heat release rate
using MISO and SISO model structure (−− measured, -o MISO, -
- SISO)

sponding flame transfer functions exhibit similar trends and are omitted. The
discrete random binary signal exhibits the best characteristics. The broad-
band white noise and the overlaid multiple sine signal result in noticeable de-
viations, especially in regions where the values of the predefined test UIRs
are zero. However, compared to the sine signal the broadband white noise
demonstrates a smoother behavior. A similar trend can be seen in Fig. 5.11
and 5.12, which show the identified flame transfer functions. The flame trans-
fer functions are presented in form of amplitude and phase vs. Strouhal num-
ber (non-dimensional frequency):

Sr =
ωd

2πu
. (5.21)

d (d = 0.04 m) denotes the burner mouth diameter and u (u = 19.4 m/s) the
mean flow velocity in the mixing section of the combustor test rig configura-
tion, which is presented in the next chapter. Again the DRBS reveals, in terms
of amplitude and phase, the best agreement with the target values. Analyzing
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Figure 5.9: Unit impulse response U I Ru identified in the presence of noise
(−− Test UIR, -· Sine, -o BBWN, -- DRBS)
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Figure 5.10: Unit impulse response U I Rφ,2 identified in the presence of noise
(−− Test UIR, -· Sine, -o BBWN, -- DRBS)
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Figure 5.11: Flame transfer function Fu identified in the presence of noise (−−
Test FTF, -· Sine, -o BBWN, -- DRBS)
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Figure 5.12: Flame transfer function Fφ,2 identified in the presence of noise
(−− Test FTF, -· Sine, -o BBWN, -- DRBS)
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the other two signals it can be confirmed that the BBWN is preferable to
the SINE signal. Identification quality according to Eqn. (5.17) is listed in
table 5.2. Figure 5.13 and 5.14 show the auto- and cross-correlations of error
and measured DRBS and of the measured SINE signal, respectively, which
have been defined in Eqn. (5.18) - (5.20). The confidence interval is marked
by the two horizontal lines in the figures. The cross-correlation is determined
between ǫ and u′

b
and ǫ and φ′

2. The correlation between ǫ and φ′
1 has similar

characteristics and is again omitted. The length of the correlations was set to
120 time steps, which is almost twice the length of the UIRs. Except for a few
cross-correlation values between the error and the SINE signal, which are lo-
cated outside the border of the confidence interval, both figures indicate that
the chosen model structure and number of model parameters are sufficient
to properly describe the input-output relationships. The deviations in the
auto-correlation signal for the first time steps are due to the limited frequency
content of the response signal, which corresponds to the low-frequency
behavior of the flame. Combining the information of table 5.2 and Fig. 5.13,
5.14, it can be concluded that the non-identified deviations (100% - Q) of the
DRBS signal are completely due to the noise signal (which is equal to about
1/4 of the total signal level as mentioned before). In case of the SINE signal the
same level of noise deteriorates the quality of the identification significantly.
The BBWN lies between both extremes, but shows in total acceptable results.

In the second test case presented, two DRBS excitation signals with unlimited
([0 40000 Hz]) and limited frequency range ([0 8000 Hz]), respectively, were an-
alyzed. A signal can be limited to a certain frequency range in setting a cycle
time or cut-off frequency according to Eqn. (5.15), (5.16) or setting a maximal
single frequency in case of a multi-frequency signal (Eqn. (5.14)). As a conse-
quence the power spectrum density reaches a higher level in the limited fre-

DRBS BBWN SINE

Q [%] 74,4 58,9 39,6

Table 5.2: Proportion of the explained deviation of the measured response ac-
cording Eqn. (5.17)
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Figure 5.13: Auto- and cross-correlations of error and DRBS excitation signal
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Figure 5.15: Unit impulse response U I Rφ,2 identified in the presence of noise
(−− Test FTF, -- DRBS (limited frequency range), -· DRBS)

quency range. Such an excitation signal could therefore exhibit an even better
characteristic regarding the identification process, especially in cases of sig-
nificant noise amplitudes. The measured signals and responses are overlaid
with white noise such that a signal to noise ratio of about two results. Fig. 5.15
and Fig. 5.16 show the identified UIRu and the flame transfer function as an
example. The impact of the noise is even further reduced in case of the sig-
nal with limited frequency content. Even with a high fraction of noise in the
signal the identification results reveal only small deviations compared to the
predefined flame transfer function.

5.5.3 Impact of the measured time series length

In further test series it was evaluated how many simulation time steps N of the
signals are sufficient to guarantee a proper identification. As the total compu-
tational effort is proportional to the length of the time series, it is important
to know under which circumstances shorter time series would not degrade
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Figure 5.16: Flame transfer function Fφ,2 identified in the presence of noise
(−− Test FTF, -- DRBS (limited frequency range), -· DRBS)

the identification quality. For the present case a DRBS signal with unlimited
frequency range is used as a reference signal. Different numbers of time steps
were evaluated ranging from N = 3×M to N = 150×M , where M denotes again
the number of UIR coefficients. Three different signal to noise ratios were an-
alyzed (no noise, S/N = 4, S/N = 10). The results are presented in Fig. 5.17 in
form of the ”quality” Q/Q0 over the time series length, which are shown as
multiple of M . Q/Q0 is determined using Eqn. (5.17), which is normalized by
the maximum possible result of Q in presence of noise. Taking the case with a
signal to noise ratio of 10, a value of 97% can be reached when the total simu-
lation time is 15 times the length of the UIR or the longest time lag considered
(M△t ).

The numerical study using the simplified model demonstrated that the pro-
posed identification method based on correlation analysis and the Wiener-
Hopf inversion is able to identify multiple-input single-output (MISO) sys-
tems. Furthermore, it is capable to separate the impact of the different input
signals on the response, even if the input signals are correlated to a certain
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Figure 5.17: Quality Q/Q0 of identification as a function of time series length
(-+ W/O NOISE, -o S/N = 10, -∗ S/N = 4)

degree. In the present case the correlation amounted to 50%. In the presence
of noise it becomes apparent that the discrete random binary signal showed
the best performance compared to broadband white noise or a sine overlay.
Therefore the DRBS is used in the following to apply the identification method
to the measured signals and responses, which are obtained by a transient CFD
simulation. As the method itself has proven to work properly, the physical
quality of the identification just depends on the numerical models (turbu-
lence, combustion) used in the CFD simulation and the amount of noise in
the signals.

104



6 Numerical simulation

MISO model identification is now applied to a generic practical premixed swirl
burner with a multi-stage fuel injection system. The purpose is to show that
the method proposed can be applied successfully to complex configurations,
like the turbulent reacting flow of a practical premixed combustor, and to
demonstrate that relevant information on flame dynamics can be deduced
from unit impulse and frequency responses.

In the next section the combustor configurations with two stage and three
stage fuel injection will be described in more detail, followed by a summary
of the CFD model setup. Then the results of steady-state and transient sim-
ulations are presented, including a physics-based interpretation of the flame
dynamics. As the acoustic characteristics of the axial swirler are not known
and can not be derived analytically, the transfer matrix of the swirler is iden-
tified in addition to the flame transfer functions. The results obtained are im-
plemented into an acoustic network model of the combustion system, as de-
scribed in chapter 7.

6.1 Practical premixed combustor configuration

The configuration investigated in this study is representative of a combustor
with practical premixing. The layout is similar to a combustion test rig inves-
tigated by Komarek et al. [56, 57] and comprises a plenum, an axial swirler
and bluff-body flame holder mounted in an annular duct, and the combus-
tion chamber. The axial swirler comprises in total eight blades with an angle of
attack of 45◦. The theoretical swirl number of the flow is 0.74. The plenum has
a length of L = 0.095 m with a cross-section area of A = 0.0312 m2. The length
of the combustion chamber is equal to L = 0.3 m, with a cross-section of A =
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0.00816 m2. An orifice plate is used as termination of the combustion cham-
ber through which the hot products leave the chamber into the atmosphere. In
the experiments of Komarek et al. [56, 57], natural gas was injected upstream
of a choked cross section, such that the fuel/air mixture was perfectly homo-
geneous even in the presence of combustion oscillations. The computational
model investigated in this work, however, incorporates additional fuel injec-
tion stages, which inject fuel through a number of small holes into the annular
duct upstream of the axial swirler. A sketch of the entire combustion system
including the fuel supply system is shown in Fig. 6.1. As in many industrial
combustion systems, the distances between the fuel injectors and the flame
are too short to allow for perfect premixing. More important in the present
content is the fact that the fuel injection system is acoustically non-stiff, i.e.
the pressure drop between fuel plenum and mixing section is not sufficient to
decouple the acoustics of the fuel injection system from the acoustics of the
entire combustion system. Therefore, the fuel concentration at the flame will
be influenced by acoustic perturbations in the annular mixing duct and in the
fuel injectors.

In the present work two different configurations with two and with three injec-
tion stages, respectively, are studied with the CFD/SI approach. The main fo-
cus in the first case lies on the analysis of the impact of fuel injector impedance

Air/Fuel

Fuel

Plenum

Mixing Section

Combustion Chamber

Fuel Supply/

Fuel Plenum

Swirler

Figure 6.1: Sketch of the combustion test rig
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Figure 6.2: MISO systems representing practical premixed combustion con-
figurations: a) case A and b) case B

on the thermo-acoustic stability. The second one explores possible implemen-
tation strategies of fuel staging as a means of passive control. Note that the
first fuel injection stage is not resolved in the computational model. Instead,
a lean premixture of fuel and air is imposed at the inlet boundary of the com-
putational domain at the upstream side of the plenum.

In the first case, denoted as case A, 50% of the fuel is already premixed in the
first stage before it enters the plenum. The remaining fuel is injected through
the second fuel injector. The axial distance from the injection to the burner is
LF,2 = 0.125 m.

The second case, named case B in the following, is an extension of the first one.
A third fuel injection stage is placed at a location of LF,3 = 0.085 m upstream
of the burner mouth, indicated as a grey shadow in Fig. 6.3. A part of the fuel,
namely 10%, is premixed before it enters the mixing section. 36% of the fuel is
injected via the second injection stage and the remaining 54% are supplied to
the third one.

In all cases methane (C H4) is used as fuel. The thermal power is set to 50 kW
and the overall nominal equivalence ratio to φ= 0.77. The MISO model struc-
tures for the configurations are shown in Fig. 6.2, where u′

b
represents the ve-

locity fluctuation at the burner exit and Q̇ ′ the fluctuations of heat release rate.
The variables φ′

i denote the nominal equivalence ratio fluctuations at injec-
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tors i = 2 for the second injector and i = 3 for the third injector1. As discussed
in chapter 2.2.2, the nominal fluctuations of equivalence ratio at the injec-
tors can in turn be expressed in terms of the velocity fluctuations of the fuel
mass flow u′

F,i and the main mass flow u′
A,i at the location of injection i , see

Eqn. (2.10).

6.1.1 Design of the fuel injector

The fuel supply nozzle is designed similar to the one described in Richards and
Robey [108]. The fuel plenum is arranged as an annulus of rectangular cross
section around the mixing section. In addition, a resonator tube with variable
length LR is attached to the fuel plenum to change the acoustic impedance of
the fuel injection system. A sketch of the fuel supply dimensions is shown in
Fig. 6.3. From the fuel plenum, fuel is injected radially inward through eight
holes, which are equally distributed around the circumference. The injection
holes have a diameter of d j = 1.2 mm. The choice of the number of holes, the
diameter of the holes and chosen fuel mass flow is a trade-off between the
acoustic characteristics and the premixing quality of the air and fuel: For the
present purposes the pressure drop over the fuel injection nozzles has, on the
one hand, to be small enough to ensure an acoustically coupled fuel injection
system. On the other hand the impulse ratio of the fuel and main stream has
to be high enough to ensure a sufficient penetration and mixing of the fuel.

The pressure loss coefficients from the fuel plenum to the injection tube (ζ1)
and from the tube to the mixing section (ζ2) were determined with a steady-
state CFD simulation and are equal to 0.73 and 0.84. The coefficient is, in gen-
eral, defined as (see also Eqn. (3.42)):

ζ≡
2△p

ρu2
. (6.1)

In both cases the pressure loss coefficients depend on the velocity u in the in-
jection tube. In case A, for example, the pressure loss over the fuel injection

1As the first injector is acoustically decoupled the equivalence ratio fluctuations at injector i = 1 are zero
(φ′

1 = 0)
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Figure 6.3: Dimensions of fuel supply and mixing section (mm)

system is △p1 = 3794 Pa or △p1 = 0.037 patm, where patm denotes the stan-
dard atmospheric pressure.
Beside the relatively low pressure loss, the mixing quality between air and fuel
should be adequate. The impulse of the fuel stream in relation to the main
stream should be high enough that the fuel jet penetrates to a radial position
near the middle of the mixing section. Various estimations of the penetration
depth exist in the literature and can be found in e.g. Lefebvre [69]. Many of
these estimates are validated for liners in combustion chambers. The diameter
of the liner holes is commonly an order of magnitude larger than the one used
in the present work. Therefore, these relations can only be used as a first start-
ing point. In contrast to the cases described in literature, the configuration
analyzed exhibits a rather low distance between the injection and the burner
center body. According to [69] a penetration depth of

Ymax = 1.15d j

√
J (6.2)
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can be calculated for a single jet injected into a circular duct. J represents the
impulse ratio of the fuel and main stream and is defined as:

J =
ρF u2

F

ρAu2
A

. (6.3)

The subscripts F and A represent again the fuel and main stream, respectively.
In configuration A, for example, the main flow velocity is equal to uA = 18.6
m/s. The density has a value of ρA = 1.167 kg/m3. With the properties for the
fuel stream (uF = 85.6 m/s, ρF = 0.66 kg/m3) an impulse ratio of J = 12.0 is
computed for the present case. The fuel injection including stream lines and
the fuel mass fraction at a downstream location are presented exemplarily
for the configuration A in Fig. 6.4. The legend refers to the plane presented
whereas the colors of the streamlines indicate the amplitude of the velocity.
The fuel is distributed well over the radial direction, with the main part of the
fuel located in the middle between the outer wall and the center body. The
maximum depth according to Eqn. (6.2) would be 0.005 m, which is slightly
too low. The optimum number of circumferential holes was estimated accord-
ing to Holdeman et al. [45] and lies in the range between 6.1 and 10.2 for the
configuration analyzed (see appendix A.2 for more details). CFD simulations
with different numbers of holes showed that the configuration with eight in-
jection holes exhibits adequate mixing characteristics.

6.1.2 Numerical setup of the combustion system

To determine the flame transfer functions, a three-dimensional unsteady
RANS computation of the compressible turbulent reacting flow in the com-
bustor has been performed using the software package ANSYS-CFX. Accord-
ing to the discussion in chapter 2.3.2, the computational domain can be re-
duced to the mixing section, the fuel injection holes, the axial swirler and the
combustion chamber. A sketch of the computational domain including the
”measurement” planes for case A, at which the time series of the required ve-
locity fluctuations are recorded, is shown in Fig. 6.5. To save computational
time only a 90◦ segment is simulated using periodic boundary conditions.
A second order backward Euler scheme and the high-resolution scheme were
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Figure 6.4: Streamlines of the injected fuel and fuel mass fraction of combus-
tion configuration, case A

used in time and space discretization, respectively. More details about the nu-
merical methods can be found in [5]. The simulations were performed with
the Shear Stress Transport turbulence model and the partially burning veloc-

ity combustion model of CFX. Both models are described in chapter 4.1.2
and 4.2.2. For simplicity all walls are assumed to be adiabatic. The chosen time
step is △t = 2.5×10−5 s. The main inlet flow parameters of the two simulation
cases are shown in Table 6.1. The temperature for all inlets was set to T = 298
K. The inlet turbulence intensity, which is defined as the ratio of turbulent
velocity fluctuations to the mean flow velocity, has a value of 5%. CFX non-
reflecting boundary conditions are used for the inlets and the outlet to prevent
resonant amplification with high amplitudes in the vicinity of eigenfrequen-
cies, which deteriorates the quality of identification results. This condition is
realized using a modified algorithm on the basis of the Navier-Stokes charac-
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Figure 6.5: Sketch of the computational domain and location of ”measure-
ment” planes (case A) for the SI-method

teristic boundary conditions (NSCBC) of Poinsot and Lele [95], which was im-
plemented in the CFX environment by Widenhorn [130]. The inlet boundary
conditions of the main air-fuel and the fuel stream(s) are overlaid by acous-
tic velocity excitation. As the discrete random binary signal with limited fre-
quency content led to heat release fluctuations, which can not be described
completely by a linear relationship and might be due to non-linearities, the
unlimited signal ( fmax = 1/△t ) was used in the following. These unexplained
deviations, which are also present at low level using the unlimited signal, are
described in more detail in chapter 6.3. The excitation amplitude at the inlet

Inlet, case A: Main stream Fuel stream

Velocity u [m/s] 18.6 85.6
Density ρ [kg /m3] 1.167 0.66

Fuel mass fraction YCH4 [−] 0.0218 1

Inlet, case B: Main stream Fuel stream 1 Fuel stream 2

Velocity u [m/s] 18.02 61.84 93.01
Density ρ [kg /m3] 1.18 0.66 0.66

Fuel mass fraction YCH4 [−] 0.0044 1 1

Table 6.1: Inlet flow parameters.
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boundary conditions equals 4% of the mean flow velocity in the combustion
configuration with two fuel injection stages and 3% for the one with three fuel
injection stages. The velocity fluctuations and the volume integrated heat re-
lease rate, which are the signals used for the identification of the flame dy-
namics, are recorded at the ”measurement” planes at every time step of the
simulation. To suppress possible turbulent contributions and to account for
density fluctuations of the fuel-air mixture, mass flow rate fluctuations were
exported instead of the velocity fluctuations. The ”measurement” plane at the
burner mouth was placed 5 mm upstream of the burner exit to minimize er-
rors due to the fluctuating flame front, which is able to travel slightly inside
the burner. At the point of injection the ”measurement” planes in the fuel line
and in the mixing section were placed 2.5 mm upstream of the stream crossing
point. The ”measurement” planes are also shown in Fig. 6.5.

The size of the grid is a compromise between computational effort and a suf-
ficient resolution of the flow structures and acoustics. Especially in the vicin-
ity of the swirler a fine grid was necessary to realize the flow separation at the
swirler blade and the secondary flow. The secondary flow further enhances the
mixing quality due to the additional imposed turbulence. It develops from the
point of flow separation and is due to the pressure gradient, which drives the
fluid to the middle of the swirler passage. The chosen grid predicts a slightly
higher strength of the passage vortex compared to a simulation case where
the boundary layer is fully resolved as described in Hoffmann [44]. Figure 6.6
shows the critical area of the swirler with the passage vortex, which is high-
lighted by stream lines.

In the present work the propagation of acoustic waves up to 2000 Hz are
resolved in the unsteady RANS context, reflecting the amplitude and the
phase of an acoustic wave correctly. The quality of an acoustic wave travel-
ing through the CFD domain can be judged by mainly two parameters: the
grid size or length of a grid cell △x and the time step △t of the simulation.
Both parameters can be combined into one parameter, the acoustic Courant-
Friedrichs-Lewy (aCFL) number, which is defined as:
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aCFL = (u + c)
△t

△x
. (6.4)

It is an extension of the CFL number, which is based on the mean flow veloc-
ity. The CFL number determines the number of grid cells through which a flow
disturbance is convected in one time step. In terms of computational fluid dy-
namics it is a condition for the algorithms for solving partial differential equa-
tions to be convergent. An explicit method becomes unstable if the CFL value
exceeds one. However, a fully implicit discretization method allows CFL val-
ues over one, although the accuracy of the discrete schemes diminishes. It has
been shown that for aCFL ≫ 1 the propagation of an acoustic wave could be
resolved adequately. The important criteria to minimize the numerical dis-
persion effects are the number of grid cells per wavelength and time steps per

Figure 6.6: Streamlines around a swirler blade showing the flow separation
and the resulting secondary flow
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period. In the present simulations a minimum of 100 grid cells and 20 time
steps per period was ensured for an acoustic wave with a frequency of 2000
Hz. Details about a numerical test case, in which the propagation of a plane
acoustic wave in a simple duct was analyzed, can be found in Hoffmann [44].

6.2 Steady-state simulations of the combustor configurations

As a starting point for the transient simulations to determine the flame trans-
fer functions, steady-state simulations were performed. They are required to
obtain the main characteristics of the two combustion configurations regard-
ing mixing quality and axial heat release distribution. The heat release distri-
bution is necessary to define an appropriate axial location of the flame in the
acoustic network models.
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Figure 6.7: Equivalence ratio distribution upstream of the burner mouth, case
A

To judge the air-fuel mixing quality the grid cell value of the equivalence ra-
tio measured on a cut through the mixing section were exported and analyzed.
The cut was placed slightly in front of the burner mouth. As each cell exhibits a
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Figure 6.8: Equivalence ratio distribution upstream of the burner mouth, case
B

Figure 6.9: Weighted reaction progress source, case A
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6.2 Steady-state simulations of the combustor configurations

Figure 6.10: Weighted reaction progress source, case B

different area, the values obtained are area weighted. The results are presented
in form of a histogram, showing the counts for different equivalence ratio val-
ues. In configuration A (Fig. 6.7) the equivalence ratio is mainly distributed
between 0.75 and 0.92 (the mean value of both cases is about φ = 0.77). The
second case (Fig. 6.8) has a wider distribution, which ranges up to 1.18. Here,
regions with a rich fuel mixture still exist. The mixing quality is, however, sig-
nificantly better than in case A with a peak around φ= 0.72.

The heat release rate of both cases is presented in terms of the weighted re-
action progress source ZM ω̇c (see chapter 4.2.2) in Fig. 6.9 and 6.10, which
show the downstream end of the mixing section and the upstream part of the
combustion chamber. In case A the heat release rate is more or less equally
distributed between the inner and outer burning shear layer. Case B shows
that the combustion process is shifted towards the outer region. The reason
is the upstream injection location, where 36% of the fuel is injected. This in-
jector possesses a lower impulse ratio and therefore, in comparison to case
A, a decreased penetration depth. The consequence is a richer mixture close
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Figure 6.11: Axial heat release rate distribution, case A
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Figure 6.12: Axial heat release rate distribution, case B
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to the outer wall of the annulus and the outer shear layer, which explains the
high heat release rate close to the burner exit. The corresponding axial dis-
tribution of the heat release rate can be found in Fig. 6.11 and 6.12. The heat
release rate distribution is normalized by the area integral over the axial di-
rection HRint. Both curves show a similar overall trend. In contrast to case A,
case B exhibits an overall slightly lower amplitude but a wider heat release rate
peak. The center of the heat release rate area is located in both cases 0.03 m
downstream of the burner exit, which is marked as a cross in the figures. It is
defined as the ratio of the local area integral of the heat release rate weighted
with its axial position and the overall heat release rate. In the acoustic network
models (see chapter 3.3.1.2 or 7.1) the flame is treated as a discontinuity of
negligible thickness. Therefore this location is used as the location where the
combustion process takes place.

6.3 Identifiction of the flame transfer functions

From the time series of the CFD simulations, the unit impulse response vec-
tors can be determined using the system identification relations derived in
chapter 5. The corresponding flame transfer functions can be obtained from
the UIR by z-transformation. As the simulations with broadband excitation
only allow a limited physical insight into the flame behavior, additional tran-
sient simulations have been performed using impulse forcing. The results of
such simulations, although not quantitatively accurate, are very helpful in de-
veloping a physics-based interpretation of the flame dynamics. In this way the
changes in flame shape, position, heat release rate, etc. in response to the im-
pulse perturbation can be visualized easily.

At first the results of both combustion configurations, case A and case B, are
discussed. Furthermore, the flame response to velocity and equivalence ra-
tio fluctuations obtained are analyzed and interpreted using the results of the
impulse forcing simulations.
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6.3.1 Combustor configuration with two fuel injection stages

The simulation of the combustor configuration with two fuel injection stages
was performed using DRBS broadband excitation with an excitation ampli-
tude of 4%. With a 50 / 50 % fuel split between the injection stages, the factor
K1, required to calculate the nominal equivalence ratio fluctuations from the
mass flow rate fluctuations, was set to 0.5. The simulation was continued for
7600 time steps, corresponding to a total simulation time of Tt = 0.19 s and
a minimum resolved frequency fmin = 5.33 Hz. The length of the UIR vectors
was set to 520 time steps, which is more than 50% longer than the mean time
interval required for a convective disturbance to travel from the point of injec-
tion to the center of the heat release rate of the flame. As discussed in chap-
ter 5.5.3, this modest length of the time series is in comparison to the length of
the UIR sufficiently large for accurate identification, provided that the signal-
to-noise-ratio is equal to or higher than 10.

The unit impulse responses of the heat release rate fluctuations caused by ve-
locity fluctuations at the burner exit and equivalence ratio fluctuations at the
fuel injection location, respectively, are presented in Fig. 6.13. The flame re-
sponds to the two signals with different time delays: A response to equiva-
lence ratio fluctuations UIRφ,2 is visible after about 250 time steps, which cor-
responds roughly to the convective transport time from the point of fuel injec-
tion to the flame. The peak response is reached at about 300 time steps, when
the fuel arrives at the center of the flame. At later times, the UIR shows an ”un-
dershoot”, i.e. a range of coefficients hk < 0. This is a remarkable feature, which
has to the author’s knowledge not been observed previously in studies on the
response of premix flames to equivalence ratio fluctuations. A discussion of
the interpretation of this observation is the main focus of chapter 6.3.3.

The response UIRu to velocity fluctuations at the burner exit, which starts after
a shorter delay, exhibits two positive peaks. The first peak at 60 time steps cor-
responds to fluctuations at the burner exit, whereas the second one at about
100 time steps is the response to fluctuations of velocity at the axial swirler,
which in turn generate fluctuations in swirl number. This point is discussed
extensively by Komarek and Polifke [56]. The flame kinematic response UIRu

120



6.3 Identifiction of the flame transfer functions

100 200 300 400 500
−0.02

0

0.02

A
m

pl
itu

de

100 200 300 400 500

−0.02

0

0.02

0.04

Time steps

A
m

pl
itu

de

Figure 6.13: Unit impulse response, case A (Top: UIRφ,2, Bottom: UIRu)

also shows an undershoot.

The corresponding flame transfer functions are presented in Fig. 6.14. The fre-
quency is normalized by the Strouhal number (Sr = ωd /(2πu)), with mean ve-
locity u = 19.4 m/s and burner exit diameter d = 0.04 m. The phase informa-
tion of Fu shows the aforementioned influence of the different time lags be-
tween the axial swirler and the flame and the burner exit and the flame. The
mean time delay is approximately τ ≈ 7.5ms for the response to equivalence
ratio fluctuations and τ≈ 2.1ms for velocity fluctuations. Both flame transfer
functions computed from the UIRs show the correct behavior in the limit of
low frequencies. As mentioned in chapter 5.4, conservation of mass and en-
ergy requires that both flame transfer functions have to approach unity for
ω → 0 (see [100] for more details). At higher frequencies – Strouhal numbers
in the range 0.3 to 0.5 – both transfer functions show a gain significantly larger
than unity, |F | ≈ 2. This has been observed before for the front-kinematic re-
sponse Fu, see e.g. [35,121]. However, for the response Fφ to equivalence ratio
fluctuations, previous work has always assumed that a dispersion of convec-
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Figure 6.14: Flame transfer function, case A (−− Fφ,2, -- Fu)

tive time delays will result in a low-pass filter behaviour with |Fφ| < 1 for fre-
quencies ω > 0 [31, 60, 99, 112]. An explanation of the present result is devel-
oped in chapter 6.3.3.

The high quality of the identification is demonstrated by the achieved Q-
value (see Eqn. (5.17)) of 92.7%. The Q-value obtained indicate that 92.7%
of the heat release rate fluctuations are properly described by the unit im-
pulse responses identified. The auto-correlations of the prediction error ǫ and
the error-input signal cross-correlations (between ǫ, equivalence ratio fluc-
tuations φ′

2 and velocity fluctuations at the burner exit u′
b

) are presented in
Fig. 6.15. The correlation analysis was performed with a length of two times
the length of the UIRs. The correlations are below the confidence interval,
which are marked by the two horizontal lines. Therefore the unpredicted devi-
ations (100%-Q) of the output heat release rate signal can not be related to the
input velocity signals. This verifies that the chosen number of UIR coefficients
is sufficient to completely describe the impact of the input signals. The auto-
correlation of the prediction error is for most of the time steps inside or close
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Figure 6.15: Auto- and cross-correlations of error and signals, case A (Top: Γǫ,
middle: Cǫφ′

2
, bottom: Cǫu′

b
)

to the confidence interval. It has almost the characteristics of a white noise
signal. The deviations at time steps close to zero are due to the low-pass filter-
ing behavior of the flame. The reason for the further deviations is not clear.

To analyze the unpredicted deviations (100%-Q) and the ones observed in the
auto-correlations of the prediction error the predicted heat release rate fluc-
tuations are compared to the ones computed in the CFD simulation. The pre-
diction of the heat release rate fluctuations is done using the input signals
obtained by the CFD simulation and the identified UIR coefficients. A seg-
ment of both signals is shown in Fig. 6.16. The phase is perfectly reproduced
by the identified model. However, the amplitude of the signal predicted shows
some small deviations mainly at higher absolute values. As the deviations do
not correlate with the input signals (see Fig. 6.15) they might be due to non-
linearities or reflections at the boundaries. This should be clarified in detail in
the future.

However, the results obtained demonstrate that the model structure and the
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Figure 6.16: Comparison between heat release rate signals, case A (−− mea-
sured, -- predicted)

estimations made regarding the total simulation time and model order enable
a proper identification of the flame dynamics in the present case.

Please note that a validation of the results obtained can only be done with
the methods used above. A validation against experimental data can not be
done, as to the author’s knowledge no such data exist at the time of writing. A
generation of such data, however, is rather difficult as discussed in chapter 1.4.

6.3.2 Combustor configuration with three fuel injection stages

In the second CFD/SI simulation the combustion configuration containing
three separate fuel injection stages were analyzed. Ten percent of the fuel is
already homogeneously premixed with air as they enter the mixing section at
the upstream boundary of the computational domain. 36% of the total fuel
is injected at the second and 54% at the third injector. Therefore K2 and K3

equal 0.36 and 0.54, respectively. Similar to the first case the total simulation
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Figure 6.17: Unit impulse response, case B (Top: UIRφ,2, Middle: UIRφ,3, Bot-
tom: UIRu)

time was Tt = 0.2 s, which is equivalent to 8000 time steps. The overall consid-
ered time delay of the UIRs were set to 440 time steps. The unit impulse re-
sponse vectors and the corresponding flame transfer functions are presented
in Fig. 6.17 and Fig. 6.18. The results demonstrate that the method is able to
separate the impact of three different input excitation signals, although they
are correlated significantly. The location of the UIR peaks as well as the low-
frequency behavior characteristics of the flame transfer functions indicate a
proper identification and thus affirm the potential of the proposed identifica-
tion method. Compared to case A, the UIR of the equivalence ratio fluctua-
tions φ′

2 at the second injector shows a similar trend, but exhibits a narrower
time delay distribution. The result can be explained by analyzing the heat re-
lease rate distribution (see Fig. 6.10). The upstream fuel injection, which sup-
plies 36% of the total amount of fuel, induces a region of a rich mixture and
thus high reaction rates in the outer shear layer close to the burner exit. In-
deed, a substantial part of the fuel injected at the upstream fuel injector is
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Figure 6.18: Flame transfer function, case B (−− Fφ,2, -- Fφ,3, -· Fu)

consumed in this region. This influence can also be observed in the flame re-
sponse to velocity fluctuations. As the velocity increases with increasing radial
distance and taking into account the slightly changed flow field, the impact of
the velocity fluctuations at the burner exit results in a strong response of the
outer flame region, see again Fig. 6.17. In contrast to the two fuel injection
stage configuration the first peak of the UIRu has a higher amplitude than the
second one, indicating that the flame in this case responds stronger to veloc-
ity fluctuations at the burner exit than to those at the swirler. The response
UIRφ,3 starts about 170 time steps and reaches its positive maximum at 220
time steps. It exhibits a time-shifted, but comparable time delay distribution
as UIRφ,2 in the first configuration. The mean time delay of the different im-
pacts is τ ≈ 6.2 ms for the upstream fuel injection, τ ≈ 4.5 ms for the down-
stream fuel injection and τ ≈ 2 ms for the velocity fluctuations at the burner
exit. Compared to case A, the shortened time delays are mainly due to the
slightly changed heat release rate distribution and to the fact that the mean
inlet velocity of case B is about 0.5 m/s less than in case A. Similar to the first
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Figure 6.19: Auto- and cross-correlation of error and signals, case B. (From top
to bottom: Γǫ, Cǫφ′

2
, Cǫφ′
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configuration, the deviations between the predicted and measured heat re-
lease rate signal is rather low. The quality parameter Q equals 90.4%. Fig. 6.19
shows the auto- and cross-correlation analysis of the prediction error and the
input signals φ′

2, φ′
3 and u′

b
. Again the cross-correlation values stay for nearly

all considered time delays within the 99% confidence interval. Only a few val-
ues are located slightly at or outside the border. The auto-correlation shows
unexpected deviations at large delay times, which are again probably due to
non-linearities.
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6.3.3 Analysis and interpretation of identification results

The unit impulse responses and flame transfer functions identified show
some remarkable results, which are analyzed in more detail in this section.
The unit impulse responses exhibit an undershoot hk < 0 for a range of
time lags k∆t , whereas the gain of the flame transfer functions exceeds one
(|F (ω)| > 1) for a range of frequencies ω. Both phenomena are strongly related
to each other, which is described in the following. Furthermore a physics-
based interpretation of the impulse responses to velocity and equivalence ra-
tio fluctuations will be developed on the basis of results obtained with impulse
forcing imposed on transient CFD simulations.

The flame transfer function is determined by the z-transform of the unit im-
pulse response (see chapter 5):

F (ω)=
M∑

k=0

hke−iωk△t . (6.5)

The conservation equations of mass and energy requires that the flame trans-
fer functions Fφ,i and Fu have to approach unity for ω→ 0 (see [100]). To re-
alize the correct low frequency limit the sum over all unit impulse response
coefficients has also to approach unity:

lim
ω→ 0

F (ω)= lim
ω→ 0

M∑

k=0

hke−iωk△t =
M∑

k=0

hk = 1. (6.6)

If all coefficients hk of a unit impulse response vector are positive, the gain of
the flame transfer function decreases with increasing frequency. The reason is
due to the index k in the phase factor exp(−iωk△t ) of the z-transform, which
is responsible for a phase difference between the contributions of the individ-
ual coefficients. These phase differences lead with increasing frequencies to
an increasing destructive superposition of the contributions. The result is a
reduction of the sum over all weighted UIR coefficients. The flame acts there-
fore as a low pass filter with a maximum gain of unity at zero frequency.

An UIR with positive and negative values, however, can result in a gain |F (ω)| >
1 for a range of frequencies as the phase factors can, in this case, lead to
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constructive superposition between the contributions of the individual coef-
ficients.

To further analyze the relevant physical mechanism of the behavior observed,
simulations of the configuration with two fuel injection stages were carried
out using impulse forcing.

Flame response to impulse forcing of velocity at the burner exit

The first transient CFD simulation with impulse forcing was performed with
excitation of only the main air-fuel velocity inlet. The fuel mass flow rate at fuel
injector ”2” was kept constant. The amplitude of the impulse in flow velocity
was set to 10% of the mean value. As it is not possible to numerically resolve
an impulse that is enforced during only one time step, a impulse duration of
20 time steps is chosen. The results obtained are normalized according to the
excitation level of the CFD/SI simulation.

The response of the flame should exhibit a similar behavior as the UIRu

obtained with broadband forcing. A comparison between the CFD/SI unit
impulse response and the UIR determined with impulse forcing is presented
in Fig. 6.20. For the first time delays both response vectors match very well.
For later times, the result of the impulse forcing shows oscillations, caused by
partial reflection of the impulse signal at the boundaries of the computational
domain. These spurious features are not representative of the response of
the flame to the impulse excitation. To explain the undershoot of the UIR,
the temporal development of flame front surface area and heat release rate
are tracked, which is presented in Fig. 6.21. The flame front is defined as an
iso-surface of the progress variable with c = 0.5. In addition a cut through
the flame in a meridional plane at several instances in time is presented in
Fig. 6.22 and 6.23. The undisturbed flame front is shown in Fig. 6.21 and
6.22 and is denoted as state ”A”. When the increased mass flow reaches the
burner exit, the flame is first pushed downstream resulting in a stretched
flame front at the burner exit, especially in the inner shear layer. After a
short time delay the flame is reacting to the disturbance with an increased
flame speed and heat release rate. As a consequence, the flame moves again
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Figure 6.20: UIRu computed with DRBS (--) and impulse forcing of mass flow
rate of premixture (−−)

0 50 100 150 200 250 300
−0.2

−0.1

0

0.1

0.2

A
m
p
lit
u
d
e

Time steps

DA B C E

Figure 6.21: Response of flame surface area (--) and heat release rate (−−) to
impulse forcing of mass flow rate of premixture
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Figure 6.22: Response of flame front to impulse forcing of mass flow rate of
premixture at time A (−−), B (-·) and C (--)
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Figure 6.23: Response of flame front to impulse forcing of mass flow rate of
premixture at time D (−−) and E (-·)
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towards the burner and at the inner shear layer even into the mixing section.
This undulating motion, generated at the burner exit in the outer and inner
flame front, is then convected along the entire flame, leading to an increase
of the overall flame surface area and heat release rate (state ”B”). Close to
the downstream end of the flame the outer and the inner flame front merge,
separating the remaining downstream fuel from the main combustion zone.
The downstream end of the flame extinguishes, which is denoted as status
”C”. At this time the disturbance produced at the axial swirler reaches the
burner exit where it results in a similar response (state ”D”, ”E”). A similar
behavior (states ”A”, ”B”, ”C”) was described by Schuller et. al. [120]. In their
work they investigated a laminar premixed flame and observed as well a
sudden decrease of the flame surface due to the interaction of neighboring
flame fronts at the tip of the flame.

Flame response to equivalence ratio fluctuations at the burner exit

In a second simulation, impulse forcing was applied to the fuel mass flow rate
at injector ”2” without perturbation of the main flow. Unit impulse responses
of the flame, obtained from impulse and DRBS broadband excitation, respec-
tively, are compared in Fig. 6.24. The basic trend matches again. However, the
amplitude of the impulse response is only 60% of the UIR computed from
broadband forcing with SI. This is due to the small impact of the fuel mass
flow added at injector ”2” compared to the overall mass flow. An alternating
sign of the impulse UIRs for larger time delays is also clearly seen.

As above the impulse response of the flame surface area and the heat release
rate are investigated. As mentioned in chapter 1.2 the overall rate of heat re-
lease Q̇ of a premixed flame may be expressed as a function of the unburnt
gas density ρu, the flame surface per unit volume Σ, the (turbulent) burning
velocity st and the heat of reaction per unit mass of premixture △H . Once the
richer fuel-air mixture arrives at the flame front, the heat released per unit
mass of premixture ∆H and therefore the overall heat release rate Q̇ increases
as shown in Fig. 6.25. As the turbulent burning velocity st also increases, the
flame propagates upstream, resulting in a reduction of total flame surface
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Figure 6.24: UIRφ,2 computed with DRBS (--) and impulse forcing of mass
flow rate of fuel at injector ”2” (−−)
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Figure 6.25: Response of flame surface area (--) and heat release rate (−−) to
impulse forcing of mass flow rate of fuel at injector ”2”
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area, which is shown in Fig. 6.25. Although the total flame surface is reduced
the overall heat release rate increases in the beginning due to the strong in-
creased release of heat per unit mass of premixture and the increased burning
velocity. However, once the additional fuel injected by the impulse forcing is
consumed, the equivalence ratio returns along with ∆H and st to its original
value. As the flame surface is still smaller compared to the undisturbed case,
Q̇ ′ decreases and attains finally negative values. With the burning velocity st

restored to its original value, the flame surface area is now too small to burn
the arriving fresh premixture. The flame is thus convected downstream to its
original area and position.

In summary, the overall shape of UIRφ and in particular the undershoot can
be explained by an interaction of changes in the heat released per mass of pre-
mixture and burning velocity with perturbations of flame position and surface
area. Methods using steady state CFD simulation and a Eulerian or Lagrangian
approach to model the convective transport of fuel to the flame front are
therefore not able to capture this effect. These methods can only determine
Fφ simply as ”fuel transport time lag distributions” [30,31,59,60,99] assuming
a fixed position of the flame and therefore a constant flame surface area. The
reduction in flame surface due to ”front kinematics”, which is responsible for
the undershoot in the UIRφ and therefore also for the excess gain of Fφ, can
not be properly described with such modeling strategies.

6.4 Identification of the acoustic characteristics of the swirler

The acoustic characteristics of the axial swirler are also not known a priori and
no analytical solution exists. Therefore the acoustic transfer matrix of this ele-
ment has to be determined separately. This is accomplished in a similar way as
the identification of the flame transfer functions in the last section using the
CFD/SI method. With the properties of the swirler an acoustic model of the
entire combustion system can be built up, because all other elements can be
described by the relations derived in chapter 3.3 and by the results obtained in
the last section. The computational domain was reduced for the present anal-
ysis to a shortened mixing section with the axial swirler and the combustion
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chamber. The fuel injection tubes are not included. The simulation was per-
formed with air as the only fluid and a mean flow velocity of 20 m/s. In contrast
to the identification of the flame transfer functions, it is necessary to excite the
inlet and the outlet conditions to obtain a physical meaningful transfer ma-
trix. The velocity fluctuation of the inlet condition was set to u′ = 5% of the
mean value. The pressure outlet condition with zero mean pressure was over-
laid with an acoustic fluctuation in the same order of the velocity fluctuation:
p ′ = ρcu′. As the present investigation focuses on the pure acoustic charac-
teristics over a relatively short distance, the time step of the simulation was
reduced to △t = 0.5×10−5 s to capture the acoustic waves accurately.

The velocity fluctuations were exported 5 mm upstream and 20 mm down-
stream of the swirler. 15000 time steps were simulated, which leads to a to-
tal simulation time and minimum resolved frequency of Tt = 0.075 s and
fmin = 13.33 Hz, respectively. The scattering matrix in form of amplitude and
phase is shown in Fig. 6.26 and 6.27. The amplitudes of the diagonal elements
S11 and S22 represent the transmission, whereas the non-diagonal elements
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Figure 6.26: Scattering matrix of the axial swirler (amplitude)
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Figure 6.27: Scattering matrix of the axial swirler (phase)
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Figure 6.28: Transfer matrix T f g center of the axial swirler (amplitude)
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Figure 6.29: Transfer matrix T f g center of the axial swirler (phase)

represent the reflection of acoustic waves. The phase of S11 and S22 deter-
mines the time, which an acoustic wave needs to travel between the two ex-
port planes. The results show that the reflection of the downstream side is
rather low. The reflection of the upstream side reaches a value of over 20%.
The acoustic waves are also slightly damped as they pass the swirler. The re-
flections of the swirler indicate that the acoustic characteristics are compara-
ble to the one of an area change. This comparison seems to be quite reason-
able as the area of the swirler passage, which is perpendicular to the blades,
is smaller than the inlet and outlet area. For the acoustic network model, the
scattering matrix has to be transformed into a transfer matrix described by f

and g (see appendix A.1). In addition, the acoustic characteristics between the
two export planes obtained are exchanged by a description, which is related to
the axial center of the swirler. This is done in changing the phase of the matrix
elements, which is equivalent to the subtraction of two ducts with a specific
length from both sides:

T f g center =
[

e−i k+Ld 0
0 e−i k−Ld

]−1

T f g

[
e−i k+Lu 0

0 e−i k−Lu

]−1

. (6.7)
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The length of the ducts are the distances from the upstream plane and from
the downstream plane to the center and are equal to Lu = 0.02 m and Ld =
0.035 m, respectively. The resulting transfer matrix T f g center is represented in
Fig. 6.28 and 6.29
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7 Acoustic analysis

Once the acoustic characteristics of the flame dynamics and the axial swirler
are determined with the CFD/SI method, an acoustic network model of the
combustion configuration can be set up. The setup of the model is part of the
next section. With the network model the impact of the acoustic impedance
on the thermo-acoustic stability is analyzed. Furthermore, it is shown how
the location of the fuel injection nozzles influences the acoustics of the entire
system, followed by the investigation of the impact of multiple fuel injection
stages. From the results obtained, design guidelines are derived.

7.1 Setup of the acoustic network model

The acoustic network model consists of the plenum, the mixing section, the
fuel supply, the axial swirler and the combustion chamber. The acoustic char-
acteristics of the combustor parts, like plenum or fuel supply, are represented
by acoustic elements, e.g. acoustic boundary conditions, simple ducts, area
changes and ”T-junctions”. The analytic relations of the acoustic elements
were derived in chapter 3.3. The flame dynamics obtained by CFD/SI is imple-
mented using the practical premixed flame element (chapter 3.3). The acous-
tic characteristics of the axial swirler are represented by a transfer matrix,
which was also determined by CFD/SI as shown in chapter 6.4. As in the nu-
merical analysis, two basic configurations are considered with two and three
fuel injection stages, respectively. They are denoted again as case A and B. The
structure of the acoustic network model of the combustion test rig with two
fuel injection stages is presented in Fig. 7.1. Here, the names, e.g. ”Plenum”,
”AC I”, ”Mixing section I” are the names of the individual elements of the com-
bustor network model, whereas their colors (see legend in Fig. 7.1) define the
types of the acoustic elements, e.g. simple duct, area change,etc. The network
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model of the configuration containing three fuel supply stages is built up in a
similar way with an additional ”T-junction” and fuel injection stage as shown
in appendix A.3.

Plenum

Fuel

injection tube

Closed end

(loudspeaker)

AC IV

Fuel

plenum

Resonator

tube

Mixing

section I

Air-fuel

T-junction

Mixing

section II

Mixing

section III

Combustion

chamber I
Flame

Combustion

chamber II

partly reflecting

Open End
AC II

AC I

Simple

Duct

Area

Change

Boundary

Condition

Flame

T-junction

Legend:

Axial

Swirler

Axial

Swirler

Closed end

Figure 7.1: Sketch of the acoustic network model of the combustion test rig
with two fuel injection stages (configuration A)

The fuel supply stage including the fuel injection tubes, the fuel plenum and
the resonator tube are substituted by a simplified model to reduce the com-
putational effort associated with the search routine to find the complex eigen-
frequencies of the system. Because only plane waves can travel through the
combustion system in the frequency range considered, all fuel injection holes
face the same acoustic conditions. Therefore, they are combined into one in-
jection slot for simplicity. In addition, the fuel plenum and the resonator tube,
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7.1 Setup of the acoustic network model

which have the same cross-section, are merged into one duct. Finally the net-
work model of the fuel injection stage contains a ”Closed end”, a simple duct
representing the ”Resonator tube” and ”Fuel plenum”, an area change (”AC
IV”) between fuel plenum and the ”Fuel injection tube” (simple duct), which
is connected by the ”Air-fuel T-junction” (”T-junction”) to the mixing section
of the combustor. To estimate the error, which is made with the simplified
model, a finite element-based acoustic model was set up using the commer-
cial software package COMSOL. The model consists of the fuel injector in-
cluding the single injection tubes. An open end boundary condition (p ′ = 0)
is used as the termination on the injection tube side. The opposite side, the
resonator end, is realized as a rigid wall (u′ = 0). The length of the resonator
tube was set exemplarily to LR = 0.3 m. As the finite element method solves
the homogeneous wave equation, mean flow effects and pressure losses are
not considered. Fig. 7.2 shows the first two eigenmodes of the fuel injector.
The scale of the legend is arbitrary and indicates the maximum and minimum
pressure fluctuations. The first eigenmode of the finite element model exhibits
nearly a λ/4 mode, whereas the second one approximates a 3λ/4 eigenmode.
The overall length corresponding to the λ/4 modes can be composed of the
geometrical length of the resonator and half of the circumference of the fuel
plenum. The acoustic field inside the fuel plenum ring is almost constant. The
acoustic characteristics of the fuel supply changes with increasing frequency
as the acoustics of the fuel plenum becomes more complex. This is shown
in table 7.1, in which the eigenfrequencies of the finite element-based model
are compared against the simplified network model with and without the ef-
fect of mean flow and pressure losses. Here and in the following, the eigen-
frequencies are normalized with the Strouhal number, where the reference
speed is the mean axial velocity in the mixing section of case A. In the network
model the length of the fuel supply tube was set to LR = 0.355 m. This length
is slightly less than the one considered above, but results in a more accurate
match in terms of the first and second eigenfrequency. The mean flow and the
pressure loss have in general only a small effect on the eigenfrequencies. The
deviation of the first eigenfrequency between the network and finite element
model is rather low. As mentioned before, the error increases as the frequency
increases. Nevertheless, in the Strouhal range up to Sr = 2 the simplified net-
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Figure 7.2: Finite element analysis of the fuel injection system (left: first eigen-
mode, right: second eigenmode

work model represents the acoustic behavior of the fuel injector quite well.
However, the impact of the acoustic impedance should be shown in general.
Therefore, small deviations, like the ones presented, can be neglected. In the
following LR , as the length of the resonator tube, is exclusively taken as the
length of the combined tube in the simplified network model.

The termination of the combustion chamber through which the hot products

Eigenfrequencies: 1st 2nd 3rd

Finite element-based model 0.61 1.71 2.62
Simplified network model w/o mean flow and pressure loss 0.59 1.79 2.99
Simplified network model with mean flow and pressure loss 0.57 1.75 2.98

Table 7.1: Eigenfrequencies of the finite element-based model and simplified
network model of the fuel supply
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7.2 Acoustic network model results

leave the chamber into the atmosphere is acoustically described by a partly
reflecting open end with a reflection coefficient of R f = 0.5 [55]. The further
combustion test rig elements are modeled according to their dimensions de-
scribed in chapter 6.1 and Fig. 6.3. The acoustic behavior of the flame and
the axial swirler are implemented using the identified time domain informa-
tion in form of the unit impulse response. The UIR can be transformed in the
real or complex frequency domain using Eqn. (5.5), which is repeated here for
completeness:

F (ωreal,ωim) =
M∑

k=0

hke−i (ωreal+iωim)k△t . (7.1)

In this way it is possible to use the eigenfrequency search method described
in chapter 3.3.2. The main flow parameters of the acoustic network models,
case A and case B, can be found in appendix A.3.

7.2 Acoustic network model results

With the acoustic network models of the two combustion configurations, the
impact of acoustic impedance, fuel injection location and fuel staging on the
thermo-acoustic stability of the entire combustion system can be analyzed in
detail. The eigenfrequencies and thereby the linear stability of the eigenmodes
are determined as the roots of the determinant of the system matrix. To gain
further insight into the complex system, frequency responses of the acoustic
variables to a velocity excitation (loudspeaker) at the plenum are calculated
in solving the inhomogeneous matrix equation. The excitation amplitude was
set to 10%. Both methods are described in more detail in chapter 3.3.2. The
three different design options influence predominantly the amplitude of the
heat release rate fluctuations and the phase relationship between fluctuations
of pressure and heat release rate (see also the discussion in chapter 1.2). The
parameters, which are affected, can therefore be found in the relation, which
describes the heat release rate fluctuations (see also Eqn. (2.11)):

Q̇ ′(ω)
¯̇Q

= Fu(ω)
u′

b
(ω)

ūb

+
N∑

k=1

Fφ,i

φ′
i (ω)

φ̄
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= Fu(ω)
u′

b
(ω)

ūb

+
N∑

i=1

Fφ,i (ω)

(
u′

F,i (ω)

ūF,i
−

u′
A,i (ω)

ūA,i

)
¯̇mF,i∑N

i=1
¯̇mF,i

. (7.2)

This equation is used in the next sections to explain and emphasize the var-
ious interdependencies between the acoustic variables and the heat release
rate. Figure 7.3 clarifies the acoustic variables and main parameters, which
are used in the analysis.

Q'Q'φ'
i

u'b

LF,i

u'u'
A,iA,i

u'u'F,iF,i
.

LR,i

Fuel injection stage i

Mixing section Combustion chamber

Figure 7.3: Acoustic variables and main parameters used in the acoustic anal-
ysis

The design proposals and results derived are based on the operating condi-
tion (see chapter 6.1) at which the flame transfer functions were determined.
The results are therefore only valid at and close to these conditions. To an-
alyze operating conditions far off the current one, additional flame transfer
functions are required. However, the basic design guidelines are independent
of the design.

7.2.1 Impact of the fuel injection stage impedance

The acoustic impedance and the eigenfrequencies of the fuel injection stage
are changed in adjusting the length of the resonator tube LR,i , which is
mounted on the fuel plenum as described in the previous section. The fuel
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Figure 7.4: Amplitude and phase of the velocity fluctuations u′
F in the fuel line

of an acoustically coupled fuel injector (ζ = 0.2) with resonator
length LR = 0.42 m

injection stage exhibits nearly the acoustic characteristics of a λ/4 tube. The
amplitude of the velocity fluctuations at the injector nozzle i , u′

F,i , reaches
therefore a maximum around the eigenfrequencies of the fuel supply system.
This fact can be exploited to modify the fluctuations of the fuel mass flow and
thus the fluctuations of equivalence ratio. Between two eigenfrequencies the
amplitude of u′

F,i is minimized. In that case the fuel supply has no active influ-
ence – the equivalence ratio fluctuations are mainly driven by the acoustics of
the mixing section. An example of the amplitude of u′

F is shown in Fig. 7.4 for
a coupled fuel injection stage with resonator length LR = 0.42 m. The eigen-
frequencies of the fuel injection stage are around Sr = 0.5 and Sr = 1.5. As the
fuel injector is coupled acoustically to the combustion system, the influence
of the combustor acoustics can also be seen in the region of the second eigen-
frequency around Sr = 1.3 and Sr = 1.8.

The effect of the fuel supply impedance on the system stability was already
described with a similar setup of the fuel injector by Richards et al. [106].
They demonstrated that a change in the acoustic impedance of the fuel sup-
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ply could change the phase and amplitude of the equivalence ratio fluctua-
tions. In their study the phase of the equivalence ratio fluctuations modified
the phase relationship between pressure and heat release rate fluctuations
and led finally to a significant reduction of pressure oscillations. This can also
be confirmed by the considerations derived above: As the the amplitude and
phase of the velocity fluctuations in the fuel line u′

F,i is directly driven by the
impedance of the fuel injection stage i , it follows from

φ′
i (ω)

φ̄
∼

(
u′

F,i (ω)

ūF,i
−

u′
A,i (ω)

ūA,i

)
, (7.3)

that the amplitude and phase of the equivalence ratio is also modified. If now
the phase change is sufficient to influence the phase of the heat release rate
fluctuations (see Eqn. (7.2)) in such a way that the heat release rate fluctua-
tions and the acoustic pressure at the flame are out of phase, the system be-
comes stable.

Scarinci et. al. [116] suggested that minimizing the overall amplitude of equiv-
alence ratio fluctuations can be useful to reduce the heat release rate fluctu-
ations and thus to realize a low-oscillation combustion chamber. They devel-
oped a new mixing strategy, which is based on multiple injection stages in-
jecting air instead of fuel. In this way the fuel-air mixing process is decoupled
from pressure pulsations in the combustion chamber as the local equivalence
ratio fluctuations are damped on the way through the premixer. In the present
context using fuel injection stages a reduction of heat release rate fluctuations
can be achieved in changing the velocity fluctuation u′

F,i such that it is in phase
with u′

A,i . If both fluctuations have the same amplitude the resulting equiva-
lence ratio fluctuations are reduced to zero:

φ′
i (ω)

φ̄
∼

(
u′

F,i (ω)

ūF,i
−

u′
A,i (ω)

ūA,i

)
→ 0. (7.4)

The consequence is a reduction of heat release rate fluctuations. The reduc-
tion leads to a decrease in growth rate and results therefore in a more stable
system.

Both studies mentioned have shown that influencing the equivalence ratio
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fluctuations can lead to lower thermo-acoustic oscillations in combustion
systems. However, the models derived only account for the impact of equiva-
lence fluctuations on the heat release rate. As the heat release rate fluctuation
in a practical premixed system is also driven by the kinematic response of the
flame, tuning of the amplitude and phase of equivalence ratio fluctuations
alone will in general not be sufficient to achieve a stable system. In the worst
case it may lead also to a more unstable system, which is explained in the
following.

Taking into account both contributions (Fu u′
b

/ūb, Fφ,i φ
′
i /φ̄) to fluctuations

of heat release rate, a reduction of the heat release rate fluctuation can also
be achieved if the phase difference between both equals π. This implies that
both contributions are out of phase with respect to each other and lead to a
destructive interference:

Fu(ω)
u′

b
(ω)

ūb

+Fφ,i (ω)
φ′

i
(ω)

φ̄
→ 0. (7.5)

The superposition of both contributions equals zero if the corresponding am-
plitudes have the same order of magnitude. Returning to the argument above,
such a constellation would be affected in a negative way if the amplitude of
the equivalence ratio fluctuations is reduced. The result would be an unde-
sired increase of the heat release rate fluctuations.

To analyze the conceptual considerations the combustion configuration A is
used in the following, in which the fuel supply is located, as in the CFD sim-
ulation, 0.125 m upstream the burner exit. In the baseline configuration the
pressure loss coefficient between fuel injection tube and mixing section is set
to a large value (ζ≫ 1) to decouple the acoustic field of the fuel supply from
the remaining system. The stability map (det(S(ω))) of the baseline configu-
ration is shown in Fig. 7.5 in the range of Sr = [0 2]. The ordinate is plotted
using the cycle increment C I −1. The figure includes all possible stable or un-
stable eigenfrequencies of the system in the frequency range considered. The
stability border is marked as a solid line with C I −1 = 0. As discussed in chap-
ter 3.3.2 a value below zero corresponds to a stable eigenfrequency, whereas a
value greater zero indicates an acoustically unstable system.
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Figure 7.5: Stability map of the baseline configuration, case A with acousti-
cally decoupled fuel supply (ζ≫ 1)

In the following three eigenfrequencies of the baseline configuration are ex-
emplarily analyzed in more detail: two unstable eigenmodes around Sr = 1.13
and Sr = 1.32 and one stable eigenmode at Sr = 0.51. The eigenfrequencies
and their corresponding cycle increments can be found in Fig. 7.6. In tuning
the impedance of the fuel injector it is demonstrated how the three eigenfre-
quencies can be influenced in applying the different approaches presented
above. To acoustically couple the fuel injection stage to the combustion sys-
tem the pressure loss coefficients are set in the following to zero between the
fuel plenum and the injection tube and to 0.2 between the injection tube and
the mixing section. The values are lower than the ones obtained by steady state
CFD simulations. They are chosen to enhance the demonstration of the stabi-
lizing potential of the tuned fuel injector impedances 1.

In the first example the combined length of the resonator tube and the fuel

1The values obtained by CFD are in some demonstration cases too high to realize a stable combustion system.
A reduction of the pressure loss can be realized, for example, in using injection holes with a higher diameter. The
resulting lower fuel velocity leads to a lower impulse of the fuel, which can lead to lower mixing qualities. To
obtain similar mixing qualities the fuel has to be injected closer to the middle of the mixing section, e.g. by
extending the injection tubes into the mixing section.
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Figure 7.6: Influence of the injector impedance on the eigenfrequencies and
cycle increments – comparison between baseline configuration
(ζ ≫ 1) (ä) and configurations with resonator length LR,2 = 0.12
m (◦), LR,2 = 0.42 m (⊳), and LR,2 = 0.18 m (⋄)

plenum is set to LR,2 = 0.12 m. The corresponding eigenfrequency of this fuel
injection stage affects mainly the eigenfrequency at Sr = 1.32 of the base-
line configuration. Here, the phase of the equivalence ratio fluctuations φ′

2

at the fuel injection stage is shifted by nearly π. In addition also the phase
of the velocity fluctuations at the burner mouth u′

b
is changed. Both are

shown in Fig. 7.7. In consequence the phase of the heat release rate contri-
butions Fφ,2φ

′
2/φ̄ and Fu u′

b
/ūb and thus of the heat release rate fluctuations

are changed by about 1.1 π, see Fig. 7.8. This change leads to a favorable phase
relationship between pressure fluctuations and heat release rate fluctuations
and turns finally the unstable eigenfrequency (C I −1= 0.19) into a stable one
(C I −1 =−0.1). The amplitude of the equivalence ratio fluctuation, however,
is increased by the increase of the fuel velocity fluctuation u′

F,2 and the fact that
u′

F,2 and the velocity of the main stream u′
A,2 are out of phase, see Fig. 7.9 and

Fig. 7.10. Here and in the following all amplitudes are normalized with their
mean values. Higher equivalence ratio fluctuations increase the amplitude of
the heat release rate contribution Fφ,2φ

′
2/φ̄. The amplitude of the heat release
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Figure 7.7: Phase of equivalence ratio and velocity fluctuations at the burner
mouth of the baseline configuration (ζ≫ 1) (-· φ′

2, -- u′
b

) and con-
figuration with resonator length LR,2 = 0.12 m (−− φ′

2, -◦ u′
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Figure 7.8: Phase of the heat release rate fluctuations Q̇ ′/ ¯̇Q of the baseline
configuration (ζ≫ 1) (-·) and configuration with resonator length
LR,2 = 0.12 m (−− )

150



7.2 Acoustic network model results

1.1 1.2 1.3 1.4 1.5
0

0.02

0.04

0.06

0.08

Strouhal number

A
m

pl
itu

de

Figure 7.9: Amplitude of the equivalence ratio fluctuations φ′
2 of the baseline

configuration (ζ≫ 1) (-·) and configuration with resonator length
LR,2 = 0.12 m (−−)
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Figure 7.10: Velocity fluctuations at the fuel injection location of baseline con-
figuration (ζ ≫ 1) (-· u′

A,2, -- u′
F,2) and configuration with res-

onator length LR,2 = 0.12 m (-◦ u′
A,2, −− u′

F,2)
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Figure 7.11: Amplitude and phase of heat release rate contributions of the
baseline configuration (ζ≫ 1) (-· Fφ,2φ

′
2/φ̄, -- Fu u′

b
/ūb) and con-

figuration with resonator length LR,2 = 0.12 m (-◦ Fφ,2φ
′
2/φ̄, −−

Fu u′
b

/ūb)

rate fluctuations is also increased as the heat release rate contributions are
almost in phase, which is presented in Fig. 7.11. As the heat release rate fluc-
tuations and the pressure fluctuations are certainly out of phase, the increase
could even strengthen the stabilizing effect. The observations confirm the fact
that the main driving parameter is the phase of the equivalence ratio fluctu-
ations, which influences the phase of the heat release rate fluctuations and
thus the stability of the system. The amplitude of the equivalence ratio fluctu-
ations, however, determines the absolute value of the cycle increment.

A length of the resonator tube of LR,2 = 0.42 m results in a reduction of equiv-
alence ratio fluctuations φ′

2 at a Strouhal number of about Sr = 0.51. At this
frequency the amplitude of the fuel velocity fluctuation u′

F,2 is increased. Com-
pared to the last case the phase difference between u′

F,2 and the velocity fluc-
tuation of the main stream u′

A,2 is now roughly zero as it is demonstrated in
Fig. 7.12.

As both velocity fluctuations have almost the same amplitude at this fre-

152



7.2 Acoustic network model results

0.4 0.5 0.6
0

0.05

A
m

pl
itu

de

0.4 0.5 0.6
−3.14

−1.57

0

1.57

3.14

Strouhal number

P
ha

se

Figure 7.12: Velocity fluctuations at the fuel injection location of the baseline
configuration (ζ≫ 1) (-· u′

A,2, -- u′
F,2) and configuration with res-

onator length LR,2 = 0.42 m (-◦ u′
A,2, −− u′

F,2)
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Figure 7.13: Heat release rate fluctuations caused by equivalence ratio fluctu-
ations (Fφ,2φ

′
2/φ̄) of the baseline configuration (ζ ≫ 1) (--) and

configuration with resonator length LR,2 = 0.42 m (−−)
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Figure 7.14: Phase of the flame transfer functions and their correspond-
ing fluctuating variables of configuration with resonator length
LR,2 = 0.18 m (−− φ′, -◦ u′

b
, -- Fφ,2, -· Fu)

quency, the equivalence ratio fluctuations vanish almost completely. The re-
sulting heat release fluctuation caused by the equivalence ratio fluctuation,
which is shown in Fig. 7.13, decreases strongly leading to a lower cycle incre-
ment (from C I −1 = -0.33 to C I −1 = -0.54) and thus to a more stable system.

To demonstrate the possibility where the contributions (Fu u′
b

/ūb, Fφ,2φ
′
2/φ̄)

to fluctuations of heat release rate are out of phase the length of the resonator
is set to LR,2 = 0.18 m. At Sr = 1.08 the flame transfer functions and the corre-
sponding fluctuating variable Fφ,2 and φ′

2 as well as Fu and u′
b

are almost in
phase at π/2 and π, which is shown in Fig. 7.14. The sum of the two phases2

is equal to π and 2π. Using a pressure loss value of ζ = 0.1 between the injec-
tion tube and the mixing section both heat release rate contributions have, at
this frequency, roughly the same amplitude (see Fig. 7.15). As discussed above
this finally leads to a destructive interference of the heat release rate contribu-
tions. For the chosen pressure loss value a reduction in total heat release rate
fluctuations of 75% can be achieved as shown in Fig. 7.16. As the phase of the

2 A1 exp−iϕ1 · A2 exp−iϕ2 = A1 A2 exp−i (ϕ1+ϕ2)
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Figure 7.15: Contributions to heat release rate fluctuations of the baseline
configuration (ζ ≫ 1) (-- Fφ,2φ

′
2/φ̄, -· Fu u′

b
/ū′

b) and config-
uration with resonator length LR,2 = 0.18 m (−− Fφ,2φ

′
2/φ̄, -◦

Fu u′
b

/ū′
b)

heat release rate fluctuations is only changed slightly, the eigenfrequency is
damped but remains unstable. Here, the cycle increment is finally decreased
by almost 0.2 to C I −1 = 0.15.

Another example of a destructive interference of the two heat release rate con-
tributions can already be observed at the baseline configuration (ζ≫ 1). At the
unstable eigenfrequency at Sr = 0.37 (see Fig. 7.5) both flame transfer func-
tions are in phase. In that case the equivalence ratio and the velocity fluctua-
tions at the burner mouth have to be influenced in such a way that their phase
difference equals π. For the baseline configuration this is already the case as
shown in Fig. 7.17 and Fig. 7.18. As in the last example the phase relationship
between total heat release rate and pressure fluctuations is unfavorable. This
is another good example that the phase relationship is the main key in influ-
encing the stability of a system.

The analyzed cases confirm that the fuel injector impedance influences the
acoustics of the entire system mainly in the range of eigenfrequencies of the
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Figure 7.16: Heat release rate fluctuations Q̇ ′/ ¯̇Q of the baseline configuration
(ζ≫ 1) (--) and configuration with resonator length LR,2 = 0.18 m
(−−)
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Figure 7.17: Phase of the flame transfer functions and their corresponding
fluctuating variables of the baseline configuration (ζ≫ 1) (−− φ′

2,
-◦ u′

b
, -- Fφ,2, -· Fu)
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Figure 7.18: Contributions to heat release rate fluctuations and total heat re-
lease rate fluctuations of the baseline configuration (ζ ≫ 1) (--
Fφ,2φ

′
2/φ̄, -· Fu u′

b
/ū′

b, −− Q̇ ′/ ¯̇Q)

fuel injector (see subsection 7.1 and Fig. 7.6). The fuel injector with a resonator
length of LR,2 = 0.18 acts at the first injector eigenfrequency near Sr = 1.1. The
eigenfrequency of the system at Sr = 0.51 is, as expected, not affected. The
configuration with a resonator length with LR,2 = 0.42 interacts with the sys-
tem acoustics at the first and second injector eigenfrequency (Sr = 0.51, 1.54).
The effect of the second injector eigenfrequency can also be observed at the
eigenfrequency of the system at Sr = 1.32, where the cycle increment can be
reduced to C R −1 = 0. An exception is the fuel supply system with a resonator
length of LR,2 = 0.12. Here, the frequency range of influence is quite wide, act-
ing as well at the injector eigenfrequency at around Sr = 1.56 (not shown here)
and at the eigenfrequencies of the system at Sr = 1.08 and Sr = 1.32.

Whereas the eigenfrequencies of the fuel supply can be changed by the length
of the resonator tube, the strength of the influence of the fuel injection stage
impedance on the system stability is mainly driven by the injector pressure
loss. A lower pressure loss results in a higher impact on the system. This effect
is demonstrated using the configuration with a resonator length of LR,2 = 0.12,
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Figure 7.19: Influence of injector pressure loss ζ on eigenfrequencies and cy-
cle increments of configuration with resonator length LR,2 = 0.12
m (ζ = 0.1 △, ζ = 0.2 ⊲, ζ = 0.3 ⊳, ζ = 0.4 ⋄, ζ = 0.5 ∇, ζ = 0.6 ◦, ζ =
0.84 +, ζ≫ 1 ä)

see Fig. 7.19. The pressure loss coefficient between the fuel injection tube and
the mixing section is varied in the following between ζ= 0.1 and ζ= 0.84. The
cycle increment changes for these cases from C I −1 = -0.16 (ζ= 0.1) to C I −1
= 0.078 (ζ = 0.84). The border between a stable eigenfrequency and the un-
stable one is reached near ζ= 0.4. For comparison the cycle increment of the
baseline configuration (ζ≫ 1) is also shown in Fig. 7.19.

7.2.2 Impact of the fuel injection nozzle location

If the distance of the fuel injection location to the burner mouth can be ad-
justed within a certain range in the early design stage3, the fuel injection can
be placed such that the acoustic stability of the combustion system is im-
proved. The location of the fuel injection determines the time for convective

3Of course, considering the impact of the location in terms of auto-ignition or flash-back, mixing quality and
NOx.
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transport of the fuel from the injection point to the flame and thus the phase
of the corresponding flame transfer function Fφ. Taking again the combustion
configuration case A, the phase of Fφ,2 can influence the phase of the overall
heat release rate fluctuations as shown by the following equation:

Q̇ ′(ω)
¯̇Q

= Fu(ω)
u′

b
(ω)

ūb

+Fφ,2(ω)
φ′

2(ω)

φ̄
. (7.6)

The impact of the location of the fuel injection nozzles is comparable to the
impact of the fuel injector impedance. The distance between the fuel injection
location and the flame replaces in this case the length of the resonator tube
LR,2 as the design variable. The different possibilities to change the stability of
the entire system are the same as discussed and demonstrated before.

In the following the baseline configuration is the combustion system, case A,
with the same flame response to velocity fluctuations Fu as before, but without
the contributions due to the equivalence ratio fluctuations (|Fφ,2| = 0). The fuel
supply is acoustically decoupled from the combustion system (ζ ≫ 1). The
corresponding stability map over the complex frequency plane is presented
in Fig. 7.20.

Here, the two unstable eigenfrequencies at Sr = 0.487 and Sr = 0.489 will be
influenced by placing the fuel injector to a favorable location. By reducing the
distance between fuel injection location and flame to LF,2 = 0.101 the cycle
increment of both eigenfrequencies can be reduced below zero. Compared
to the basic configuration the two eigenfrequencies are shifted to a lower (Sr
= 0.41) and higher (Sr = 0.55) frequency, respectively. The change in the fuel
injection location corresponds to a mean time delay change of 1.25 ms com-
pared to the configuration where the flame transfer function was originally
determined (basic configuration: LF,2 = 0.125 m). The slope of the phase of
the new flame transfer function is therefore adjusted to match the desired
location. The amplitude is kept constant. Here, it is assumed that the slight
change of the fuel injection position does not change the mixing process nor
the flame, so that the new flame transfer function still represents the flame re-
sponse correctly. The eigenfrequencies of the baseline configuration and the
configuration with LF,2 = 0.101 can be found in Fig. 7.21. The stabilizing ef-
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Figure 7.20: Stability map of the baseline configuration without equivalence
ratio fluctuations (case A, ζ≫ 1, |Fφ,2| = 0)
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Figure 7.21: Influence of the injector location on the eigenfrequencies and
cycle increments – comparison between baseline configuration
(ζ ≫ 1, |Fφ,2| = 0) (ä), and configuration with LF,2 = 0.101 m
and decoupled (ζ ≫ 1) (⊲) and coupled fuel injection system
(LR,2 = 0.42 m) (◦)
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Figure 7.22: Phase of the heat release rate fluctuations Q̇ ′/ ¯̇Q of the baseline
configuration (ζ≫ 1, |Fφ,2| = 0) (-·) and configuration with injec-
tor location LF,2 = 0.101 m (ζ≫ 1) (−−)

fect is due to the changed phase of the heat release rate fluctuations in re-
lation to the acoustic pressure at the flame. As demonstrated in Fig. 7.22 the
phase of the heat release rate fluctuations is changed at both eigenfrequen-
cies (Sr = 0.41, 0.55) by about π. To further decrease the cycle increment of the
two eigenfrequencies of the new configuration, which are close to the stability
limit, the fuel supply was coupled to the system in setting the pressure loss
coefficient between the fuel injection tube and the mixing section as in the
former analysis to ζ = 0.2. The resonator tube was adjusted to a length of LR,2

= 0.42 m, which exhibits an eigenfrequency around Sr = 0.5. In this frequency
range the phase of the heat release rate contribution due to equivalence ratio
fluctuations (Fφ,2φ

′
2/φ̄) is out of phase compared to the one due to velocity

fluctuations at the burner mouth (Fu u′
b

/ūb). The destructive interference re-

duces strongly the overall heat release rate fluctuations Q̇ ′/ ¯̇Q especially near
Sr = 0.57 as shown in Fig. 7.23. The stability of the system is further improved.
As shown in Fig. 7.21 the cycle increment at the eigenfrequency at Sr = 0.53 is
reduced from C −1 = -0.04 to C −1 = -0.47.
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Figure 7.23: Amplitude of the heat release rate fluctuations Q̇ ′/ ¯̇Q of configura-
tion with injector location LF,2 = 0.101 m with uncoupled (ζ≫ 1)
(-·) and coupled injection system with LR,2 = 0.42 m (−−)

7.2.3 Impact of fuel staging

According to the discussion in the last sections and to Eqn. (7.2) all possible
options to reduce the heat release rate fluctuations and thus to enhance the
thermo-acoustic stability of the entire combustion system have been men-
tioned. The opportunity of implementing a staged fuel supply, meaning that
the fuel is injected at different locations, increases the number of degrees of
freedom. Therefore, one has to be quite careful that an additional fuel injec-
tion stage, which is placed into the system, does not affect the overall stability
in a negative way.

One case is demonstrated in the next section with the overall focus to design
a combustion system with three fuel injection stages, which is stable over a
wide range of frequencies. The basis is now configuration B with three differ-
ent flame transfer functions as presented in chapter 6.3. The baseline config-
uration is the combustion system without the impact of the equivalence ratio
flame transfer functions (|Fφ,2 = 0|, |Fφ,3 = 0|). Initially the fuel injector is, as in
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Figure 7.24: Stability map of the baseline configuration without equivalence
ratio fluctuations (case B, ζ≫ 1, |Fφ,2|, |Fφ,3| = 0)

the latter case, acoustically decoupled from the remaining combustion system
(ζ≫ 1). Starting from this point, the flame transfer functions of the individual
fuel injection stages are implemented step by step. At the end the fuel supply
impedance is adjusted to further optimize the acoustics of the entire system.
The stability map of the baseline configuration is shown in Fig. 7.24.

The system contains mostly unstable eigenfrequencies in the frequency range
analyzed except two modes at Sr = 0.51 and 1.8, which are close to the stabil-
ity limit. Similar to the last case the first unstable eigenmode can be damped
in placing the downstream fuel injection stage at a favorable location. Here,
LF,3 was set to 0.0714 m upstream of the burner exit, which is again slightly
downstream of the original CFD/SI location at LF,3 = 0.085 m. Therefore the
mean time delay of the corresponding flame transfer function was reduced by
about 0.7 ms. In this case the impact of the second or upstream fuel injection
still remains zero (|Fφ,2 = 0|). The result of this configuration can be found in
Fig. 7.25, showing that the stability of almost all eigenfrequencies is improved.
The cycle increment of the eigenfrequency at Sr = 0.7 was reduced from C I −1
= 2.7 to a value slightly below zero and is now stable. Now the second fuel
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Figure 7.25: Stability map of the combustion configuration (case B) without
equivalence ratio fluctuations at injector 2 (ζ≫ 1, |Fφ,2 = 0|, LF,3 =
0.0714 m)
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Figure 7.26: Stability map of the combustion configuration (case B) with
acoustically uncoupled fuel injectors (ζ ≫ 1, LF,2 = 0.132 m, LF,3

= 0.0714 m)
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Figure 7.27: Stability map of the combustion configuration (case B) with
acoustically coupled fuel injectors (LF,2 = 0.132 m, LR,2 = 0.18 m,
LF,3 = 0.0714 m, LR,3 = 0.12 m)

injection is placed into the system. The distance was set according to the op-
tions mentioned to LF,2 = 0.132 m. The mean time delay of the corresponding
flame transfer function was increased slightly by 0.4 ms. The impact of the
second fuel supply system is presented in Fig. 7.26. The cycle increment of the
eigenfrequencies above Sr = 1.2 and below Sr = 0.7 is further decreased, with
two eigenfrequencies at Sr = 1.27 and Sr = 1.81 crossing the stability border.
For the eigenfrequencies at Sr = 0.86 and Sr = 1.14 the stability is, on the other
hand, slightly reduced.

To finally stabilize the entire combustion system in the range between Sr = 0.8
and Sr = 1.5 the resonator length of the two fuel injection stages were set to
LR,2 = 0.18 m and LR,3 = 0.12 m. The results of the last example can be found
in Fig. 7.27. The eigenfrequencies up to Sr = 1.5 are all stable with an adequate
stability margin. The eigenfrequency at Sr = 1.5 is shifted close to the stability
limit, but remains unstable. The last two unstable eigenfrequencies at Sr = 1.62
and Sr = 1.9 are hardly affected by the design modifications. Comparing the
basic configuration (Fig. 7.24) with the last case (Fig. 7.27), it becomes clear
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how effective it is to tune the fuel injector impedance and to choose favorable
locations for the fuel injection stages.

The last remaining parameter, which could be adjusted during the design pro-
cess in a system with fuel staging, is the amount of fuel, which is injected at a
certain fuel injection stage. Similar to the pressure loss coefficient, which de-
termines the amplitude of the acoustic velocity fluctuation in the fuel injec-
tion tube, the mass flow split between the mean fuel mass flow at injection i

( ¯̇mi ) and the total fuel mass flow (
∑N

i=1
¯̇mF,i ) defines the strength of the impact,

which was already explained in chapter 2.2:

Fφ,i (ω)
φ′

i (ω)

φ̄
= Fφ,i (ω)

(
u′

F,i (ω)

ūF,i
−

u′
A,i (ω)

ūA,i

)
¯̇mF,i∑N

i=1
¯̇mF,i

.

Here, N denotes again the number of fuel injection stages. Thus the fuel split
can be seen as a fine-tuning parameter to adjust the impact distribution be-
tween the different fuel injection stages. It should be noted that each fuel in-
jection stage should, in general, be placed at a location and designed in a way
that it has a positive influence on the acoustics of the entire combustion sys-
tem.
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8 Summary and Conclusions

In the present work a numerical design method was developed to analyze the
impact of fuel injector impedance, fuel injector location and fuel staging on
the thermo-acoustic stability of practical premixed combustion systems. Fuel
staging denotes in this context, that the fuel is injected at multiple locations
into the mixing section of the combustion system.

In terms of thermo-acoustic stability analysis a physical understanding and an
accurate description of the flame dynamics is essential. In practical premixed
combustion systems the flame responds to acoustic disturbances of the ve-
locity at the flame holder and of the equivalence ratio, which are the result
of acoustic velocity fluctuations of the air and fuel stream at the location of
fuel injection. In such a system, a physically meaningful, consistent and un-
ambiguous description of the overall flame dynamics can in general only be
obtained if the flame response is described as a multiple-input single-output
(MISO) model with two or more flame transfer functions, which relate the heat
release rate of the flame to the various disturbances.

In order to determine the flame transfer functions for such a model struc-
ture, a system identification method was developed, which is based on cor-
relation analysis of time series data and the inversion of the Wiener-Hopf
equation. As the identification of a MISO model is, because of partly corre-
lated input signals, a challenging task, quality criteria were implemented to
analyze how accurately an identified model reproduces the system dynam-
ics. The method was validated successfully against test data generated with a
time domain model, designed to qualitatively represent a practical premixed
combustion system. To obtain the flame dynamics for the present purpose
the MISO identification was applied to data generated by a transient compu-
tational fluid dynamics (CFD) simulation of a generic configuration of a prac-
tical premixed combustor with two and three fuel injection stages. The CFD
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simulations were performed with only about 8000 time steps and a broad-
band, discrete-random-binary excitation. The results achieved demonstrate
that the approach is very well able to separate the impact of up to three dif-
ferent signals on the response and to identify the corresponding unit impulse
response (UIR) vectors and flame transfer functions. The high quality of the
results was also affirmed by the implemented quality criteria. A validation of
the results against experimental data is not possible, as to the knowledge of
the author no such data exists at the time of writing. The experimental de-
termination of such practical premixed flame transfer functions is, however,
rather difficult.

All unit impulse response functions obtained exhibit after an initial peak a
pronounced undershoot of the flame response, i.e. a range of delay times with
negative UIR coefficients. The observation is strongly related to the corre-
sponding flame transfer functions, which exhibit in consequence an excess
gain in a range of frequencies. Such behavior has been reported for the flame
kinematic response, but to the knowledge of the author it has not been ob-
served previously for the response to equivalence ratio fluctuations. To ana-
lyze and interpret the results in detail, transient simulations with impulse forc-
ing were performed. The additional data generated revealed that fluctuations
of equivalence ratio or velocity at the flame holder induce a flame movement,
which accounts for the observed undershoot. In terms of the equivalence ra-
tio fluctuations, the flame movement is due to the interaction of changes in
the heat released per mass of premixture and burning velocity with pertur-
bations of flame position and shape. Other approaches, which determine the
flame transfer function simply by steady state CFD measuring the fuel trans-
port time lag distributions, are not able to capture this effect, as they assume a
fixed position of the flame. Here, the flame exhibits a low-pass filter behavior,
which corresponds to purely positive UIR coefficients.

The flame information obtained is implemented into an acoustic network
model, which represents the acoustic characteristics of the entire combustion
system. The acoustic network model technique allows a fast, flexible and ro-
bust investigation of the impact of fuel injector impedance, fuel injector loca-
tion and fuel staging on the stability characteristics of the combustion system.
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The flame element of the network accounts for the acoustics at the flame lo-
cation as well as for the acoustics at the flame holder and fuel injection stages.
The network model is based on linear acoustic relations, derived from the
wave equation and the Bernoulli equation. To analyze the acoustic behavior
of the combustion system two mathematical techniques have been applied:
The calculation of the response of the inhomogeneous system, which is ex-
cited over a certain range of frequencies and the determination of the eigen-
frequencies of the unexcited homogeneous system. In the present work the
following impacts on the thermo-acoustic stability were investigated in detail:

• The impedance of a fuel injection stage at a predefined location, which
was controlled by the length of a resonator tube and the pressure loss
over the injector. The resonator tube was placed upon the fuel plenum,
which was arranged as an annulus of rectangular cross section around
the mixing section.

• The distance of the fuel injection stage to the flame.

• The application of up to two fuel injection stages at two different loca-
tions, in which the positions and the acoustic impedances have been ad-
justed.

The results of the analysis confirm the conceptual considerations derived to
suppress unwanted pressure oscillations and to improve the thermo-acoustic
stability of combustion systems: The main key to influence the stability is the
phase relationship between the acoustic pressure at the flame and the heat
release rate fluctuations. In tuning the acoustic impedance or the location of
the fuel injection stage the phase of the heat release rate fluctuations and thus
the relationship mentioned is changed directly. In addition the stability can be
further improved in

• damping the equivalence ratio fluctuations, which can be achieved by
adjusting the fuel injector impedance and thus the velocity fluctuation
in the fuel injection tube.

As the velocity fluctuations in the fuel injection tube and in the mix-
ing section upstream the location of injection determine the equivalence

169



Summary and Conclusions

ratio fluctuations, the latter can be damped if both fluctuations are in
phase. The damping effect leads to a reduction of the corresponding heat
release rate contribution term (Fφ,i φ

′
i /φ̄) and thus reduces the amplitude

of the heat release rate fluctuations.

• changing the phase delay between the heat release rate contributions
(Fu u′

b
/ūb, Fφ,i φ

′
i /φ̄) to π.

This can again be performed in influencing the fuel injector impedance
and the acoustic velocity in the fuel injection tube or in adjusting the po-
sition of the fuel injection and the corresponding flame transfer function.
This implies finally that both contributions are out of phase and lead to a
destructive interference.

The pressure loss over the injection tubes and the amount of fuel, which is
distributed to the individual fuel injection stages, can be used in addition to
control the impact of each fuel injection stage.

The considerations, derived in the present work, can be taken as rough de-
sign guidelines to judge the impact of acoustic impedance, the location and
number of the fuel injection stages. The present work has also shown that the
hybrid design method consisting of transient CFD, system identification and
acoustic network modeling can be successfully used to support the design of
an acoustically stable combustion system.
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A Appendix

A.1 Transformation of pu, f g transfer matrix and scattering

(sr ) matrix notation

The following relations show the necessary operations to transform a transfer
or scattering matrix from one notation into another:

Tpu = Z TfgZ−1 (A.1)

Tfg = Z−1TpuZ (A.2)

where

Z ≡




1 1

−1 1


 . (A.3)

With

Tfg ≡




A B

C D


 (A.4)

the scattering matrix can be obtained:

Ssr =




A −B C
D

B
D

−C
D

1
D


 . (A.5)
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A.2 Estimation of the optimum number of circumferential injection holes

A.2 Estimation of the optimum number of circumferential in-

jection holes

The optimum number of circumferential holes was estimated according to
Holdeman et al. [45] using the relation

C =
S

H

√
J , (A.6)

where S denotes the spacing of the holes and H corresponds to the height of
rectangular duct. C represents a constant with an optimum value of 2.5. For a
cylindrical duct the spacing amounts to S = 2πR/n with n being the number
of holes. Therefore the number of holes can be calculated by the following
equation:

n =
2πR

H

√
J . (A.7)

In case of a cylindrical duct the height can be substituted by the radius using
the relation R = H/

p
2. For the analyzed case the radius can be determined

by the outer radius or the difference between the outer radius and the inner
radius of the mixing section. The optimum number of injection holes can then
be calculated and lies in the range between 6.1 and 10.2.

A.3 Main flow parameters and structure of the acoustic net-

work models

The following tables represent the basic flow parameters which are required
as an input for the acoustic network models used in the present work. In ad-
dition Fig. A.1 shows the network structure of the combustion configuration
with three fuel injection systems (configuration B).
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A.3 Main flow parameters and structure of the acoustic network models

Simple ducts l [m] M [-] ρ [kg/m3] c [m/s]

Plenum 0.095 0.0018 1.166 349
Mixing section I 0.055 0.053 1.166 349
Mixing section II 0.08 0.055 1.14 350.6
Mixing section III 0.045 0.055 1.14 350.6

Combustion chamber I 0.03 0.018 1.14 350.6
Combustion chamber II 0.27 0.019 0.176 851.4

Fuel injection tube 0.005 0.191 0.66 448
Fuel plenum and resonator tube LR,2 0.0173 0.66 448

Table A.1: Main flow parameters of the simple ducts (configuration A).

Simple ducts l [m] M [-] ρ [kg/m3] c [m/s]

Plenum 0.095 0.00176 1.182 346
Mixing section I 0.055 0.052 1.182 346
Mixing section II 0.04 0.053 1.168 349
Mixing section III 0.04 0.056 1.13 350.6
Mixing section IV 0.045 0.056 1.13 350.6

Combustion chamber I 0.03 0.0186 1.13 350.6
Combustion chamber II 0.27 0.019 0.176 851.4

Fuel injection tube I 0.005 0.138 0.66 448
Fuel plenum and resonator tube I LR,2 0.0125 0.66 448

Fuel injection tube II 0.005 0.208 0.66 448
Fuel plenum and resonator tube II LR,3 0.0185 0.66 448

Table A.2: Main flow parameters of the simple ducts (configuration B).

Area changes Ai [m2] A j [m2] ζ [-]

Plenum - mixing section (AC I) 0.312 0.00106 0.27
Mixing section II - combustion chamber I (AC II) 0.00106 0.00816 8.5

Fuel plenum I - fuel injection tube I (AC IV) 0.00005 0.000009 0 / 0.73
Fuel plenum II - fuel injection tube II (AC IV) 0.00005 0.000009 0 / 0.73

Table A.3: Main flow parameters of the area changes (configuration A, B).
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Appendix

T-junctions Ai [m2] A j [m2] Ak [m2] ζi [-] ζ j [-]

T-junction I, II 0.000009 0.00106 0.00106 0.1 - 0.84 0.11

Table A.4: Main flow parameters of the T-junction (configuration A, B).

Flame γ [-] Ti [K] Tm [K]

Flame 1.39 298 1930

Table A.5: Main flow parameters of the flame (configuration A, B).
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