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Abstract

Gasoline direct injection (GDI) has been widely introduced in todays
internal combustion engines for automotive applications. One way
to increase the engines efficiency is to reduce throttling losses. This
engine operation mode requires the stratification of the fuel air mixture
within the combustion cylinder. Hollow cone injectors enable such
mixture stratification.

The present work investigates the spray formation resulting from the
injection of liquid fuel into air by a hollow cone injector. A method-
ological overview establishes the need of a fast spray model to simu-
late the engine operation at a system level. A detailed insight into the
fluid mechanics of a hollow cone two-phase jet is obtained by means
of a computational fluid dynamics (CFD) investigation. The model is
validated experimentally both by the global penetration behavior and
by the velocity field outside of the dense spray. Based on the character-
ization of the hollow cone two-phase flow, a one-dimensional model
is derived. It describes the temporal evolution of the two-phase jet
induced by the hollow cone injection process. Diffusive transport of
mass, momentum, and energy between the dense spray zone and its
environment is modeled by means of a boundary layer description.





Was wirklich zählt ist Intuition. (Albert Einstein)
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1 Introduction

The development of internal combustion engines for automotive appli-
cations has been driven primarily by the international emission legisla-
tion and fuel efficiency. Until today, the focus of the legislation lay on
the restriction of pollutant emissions, i.e. the unwanted side products
resulting from combustion of the fuel-air mixture. In future, carbon-
dioxide emission targets will additionally require the introduction of
technologies to increase fuel efficiency.

In the context of gasoline internal combustion engines, the direct in-
jection of the fuel into the combustion chamber is supposed to provide
a substantial potential to reduce fuel consumption [106]. One advan-
tage of injecting the fuel directly into the cylinder is the possibility of
mixture stratification: Fuel may be injected so that an ignitable air-
fuel mixture is positioned near the spark plug at the time of ignition
while the total cylinder charge exhibits a lean quality. This engine op-
eration enables to take the air into the cylinder at ambient pressure and
thereby to reduce throttling losses.

The so-called first generation of gasoline direct injection (GDI) ap-
plied pressure swirl or multi-hole injectors to achieve mixture strat-
ification [91]. The charge motion was used to redirect the ignitable
air/fuel mixture towards the spark plug. The so called “wall guided”
setup depends on a special piston bowl design to initiate a tumble mo-
tion of the cylinder charge [58]. Mixture stratification by a tumbling
charge motion was also realized by appropriate intake port designs
(“air guided”). The first generation GDI approach suffers from com-
paratively large cycle-to-cycle variations [26] and above all results in
only limited fuel savings.



1 Introduction

Second generation direct injection

Comparatively new to the market is the second generation direct injec-
tion – the so called “spray guided” – combustion setup [130]: Here,
globally lean mixture qualities are provided with the help of an out-
ward opening injector, which injects a liquid sheet at high pressure
(figure 1.1).

Figure 1.1: Outward opening
hollow cone injec-
tor, closed (left)
and open (right)

The injector mounting position and ori-
entation into the cylinder head causes
the liquid sheet to be injected in the
direction of the spark plug (figure 1.2
left). Due to the high intensity of
supplied liquid phase momentum this
combustion setup is fairly independent
from the gas phase movement within
the cylinder such as tumble or swirl
(i.e. more resistant to cycle-to-cycle
variations and more flexible in injection
timings). This technology has demon-
strated its potential to reduce fuel con-
sumption by applying mixture stratifi-
cation [110] and has been introduced to series production [74].

One major disadvantage of stratified engine operation is that the ex-
haust gas after-treatment with efficient and low-cost three-way cat-
alysts is not sufficient. Therefore, the more expensive lean exhaust
gas after-treatment has to be applied (NOx storage and oxidation cat-
alysts). The time to achieve air/fuel mixing is shorter than cylinder
external mixture preparation (port fuel injection). As a consequence,
gradients in the mixture quality or even combustion at the surface of
individual liquid fuel droplets may occur and result in increased soot
formation.

Another challenge of direct injection is the engine’s homogeneous op-
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eration mode at increased and full load: It requires the injection of fuel
as early as possible during gas exchange cycle. During such early in-
jection (around the intake valve opening event), wetting of the intake
valve with liquid fuel (figure 1.2 right) has to be avoided.

Simplified modeling

An increasing number of tasks during the development process is con-
ducted with numerical investigations because they cost less than man-
ufacturing prototypes and conducting experiments. Complex flows
(such as an intake stroke or an injection event) are simulated with de-
tailed methods such as computational fluid dynamics (CFD). By con-
trast, simple thermodynamic analysis may be conducted with space
integral (zero-dimensional) models (figure 1.3). Due to the compu-
tational cost, detailed CFD analysis is restricted to the simulation of
short physical times (i.e. one injection process). Optimization with
regards to large data sets of operating conditions and/or design param-
eters is thus restricted to simplified models.

The injection induced two-phase flow within the cylinder incorporates
comparatively complex physics. Moreover, the liquid fuel is exposed
to time-variable boundary conditions (such as the cylinder pressure

Figure 1.2: Spray guided gasoline direct injection concept, intake valves
closed (left) and open (right)

3
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Figure 1.3: Calculation time depending on model complexity

during compression or acoustic waves in the injection system). If such
dynamic response is to be incorporated into engine system simula-
tion, its behavior has to be modeled. Because experiments only pro-
vide limited access to the involved physical quantities, it is therefore
suitable to derive simplified models from an experimentally validated
CFD model.

Thesis outline

This thesis is structured into three parts: a methodology section dis-
cussing the requirements of spray modeling for engine system simula-
tion, a CFD section presenting a CFD model and its validation against
experimental data, and a modeling section deriving a spray model for
hollow cone sprays.

At first, the methodology section 2 discusses the physics relevant to
injection processes and the different levels of modeling. The moti-
vation for a simplified spray model for engine system simulation and
a preliminary assessment of the hollow cone two-phase flow are pre-
sented.
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The hollow cone injection process is investigated by means of three-
dimensional CFD in section 3. The basic physical description is sum-
marized in section 3.1. The transient evolution of spray characteristics
is modeled by both Lagrangian and Eulerian two-phase flow descrip-
tions. The CFD model’s validation is based on carrier phase velocity
measurements outside the dense hollow cone sheet. The sensitivity of
both physical and numerical quantities is investigated. The CFD anal-
ysis (section 3.2) focuses on the mechanisms occurring due to inter-
phase momentum exchange and the global flow structure due to the
hollow cone geometry.

Based on the presented flow details, an integral model for the hollow
cone injection process is proposed in section 4. It describes the tran-
sient evolution of the two-phase jet induced by the hollow cone injec-
tion process. Mass, momentum and energy equations are resolved in
one spatial coordinate. Sources due to momentum exchange, droplet
heat-up, and fuel evaporation are accounted for.
The model is explicitly suited for dense sprays. Diffusive transport
of momentum, energy, and fuel species mass between the dense spray
zone and its environment is modeled by means of a boundary layer
description. The dense spray characteristics predicted by the model
are assessed both qualitatively and in comparison to CFD data.
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2 Modeling methodology

In order to deduce a simplified model for a hollow cone spray, the
physical phenomena relevant to describe the two-phase jet need to be
identified. For this reason, injection specific physics are shortly dis-
cussed in section 2.1 and the dominant effects for the injection into a
cold gas environment are outlined. In section 2.2, an overview of the
different levels of physical modeling is given. The detailed motivation
for a simplified description for hollow cone sprays is presented in sec-
tion 2.3. The preliminary assessment of an injection induced hollow
cone flow (section 2.4) provides the basis for both the CFD investiga-
tion and the modeling approach presented in the later chapters.

2.1 Injection induced two-phase flow characterization

The spatial distribution of a liquid dispersed phase injected into a
gaseous carrier phase environment is the result of several (interacting)
basic physical phenomena. They are shortly reviewed in the following
in order to emphasize their contribution to the overall evolution of the
two-phase flow. Special attention is directed towards the process of
inter-phase momentum exchange.

Basic physical phenomena

An injection induced two-phase flow is influenced by the injector in-
ternal flow (ejection direction, mean mass flow rate, etc.). The charac-
teristics of the dispersed phase closed to the injector exit are the result
of primary breakup, the formation of ligaments and droplets from a



2 Modeling methodology

liquid core. Due to slip with respect to the carrier phase, secondary
breakup of bigger droplets into smaller ones occurs. Also due to slip,
inter-phase momentum exchange dominates the local acceleration of
both phases depending on their local mass loading. In dense zones
(high dispersed phase concentration), droplets may collide and coag-
ulate or again break up. Adjacent to the injection induced two-phase
jet, a shear layer is formed within the carrier phase which counteracts
local acceleration of carrier phase mass due to momentum exchange
with the dispersed phase. Both within the shear layer and in the wakes
of dispersed phase elements, turbulent fluctuations may occur and lo-
cally enhance mean transport. In a comparatively hot carrier phase
environment moreover, heat exchange with the dispersed phase ele-
ments is non-negligible and evaporation takes place at their surface
depending on the local carrier phase saturation state. If a liquid fuel
is injected into air, the resulting local equivalence ratio determines the
onset of combustion. Depending on the corresponding time scales, the
strong coupling of the above mentioned physical phenomena heavily

Figure 2.1: Liquid injection: Liquid core and dispersed droplets with result-
ing jet velocity profile; sketch
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2.1 Injection induced two-phase flow characterization

influences the dynamics of the individual effects.

Physical time scales

The application of an internal combustion engine incorporates a large
range of physical time and corresponding length scales: For exam-
ple, the transient engine-warmup process after a cold-start may take
minutes until a cycle-stationary mean temperature is approximately
reached. Transients in engine operating conditions such as engine
speed and load are completed within seconds. One engine working
cycle takes several milliseconds and the injection of small quantities
lasts for times of the order of fractions of milliseconds.
On the other hand, cumulated small time scale effects dominate the
large time scale behavior: The dynamics of e.g. mixture formation
and combustion are influenced by turbulent fluctuations, which deter-
mine the local mixing rate of evaporated fuel and air. The inclusion of
local turbulent fluctuations necessitates the spatial and temporal reso-
lution of the smallest scales – namely the Kolmogorov scale at which
turbulent eddies are consumed by viscous dissipation. Even when
cycle-stationary conditions in the environment (e.g. for the cylinder
head temperature) are reached based on the resolution of the smallest
scales, the chaotic nature of turbulent fluctuations brings about cycle-
to-cycle fluctuations [3]. In order to accurately describe the cycle-
average transport due to turbulent fluctuations, several realizations of
individual cycles have to be accounted for.

Momentum exchange

The momentum exchange of injected dispersed phase with the carrier
phase is dominated by the local values of slip velocity and mass con-
centrations of both phases:
Momentum is locally exchanged if a particle’s velocity differs from
the carrier phase velocity (source term magnitude, drag force). The
acceleration due to the resulting drag force acting on both phases de-

9



2 Modeling methodology

pends on the local mass concentrations. If no further momentum is
supplied to the two-phase flow system, slip velocities decrease until
both phases move with approximately the same velocity (unforced or
free system): The injection process after injection has ended is charac-
terized by a relaxation process.
By contrast during the injection process, momentum is continually
supplied at the injection outlet so that velocity differences within the
dense spray zone between both phases are maintained (forced system).
After the injection has begun, the external forcing leads to increased
penetration of dispersed phase into the carrier phase environment and
to local acceleration of the carrier phase (spatially distributed forc-
ing). The local pressure drop due to the accelerated carrier phase mass
forces convective transport of carrier phase towards the dense spray
zone in the direction normal to the main injection direction (entrain-
ment). Also, the local carrier phase acceleration causes steep gradients
in the carrier phase velocity profile so that tangential shear stresses
due to the carrier phase’s molecular viscosity are evoked. They cause
the adjacent carrier phase mass to be accelerated (and the carrier phase
mass exposed to momentum exchange with the dispersed phase to de-
celerate). The above mentioned transport of carrier phase mass normal
to the main injection direction additionally enforces the formation of
steep cross-stream gradients of the carrier phase streamwise velocity
component.

The cumulative effect of local displacement (acceleration) of carrier
phase mass due to momentum exchange as well as the shearing motion
within the carrier phase and the consequential growth of the width of
cross-stream velocity profiles is called entrainment. In a single phase
jet, the cross-stream integral of streamwise momentum is conserved
along the injection direction while the contained volume increases.
The flow field resulting from injection induced spatially distributed
forcing of the carrier phase flow may be termed a two-phase jet. In a
two-phase jet, the local acceleration of carrier phase mass causes an

10



2.1 Injection induced two-phase flow characterization

additional excess entrainment of carrier phase mass into the two-phase
jet.
Since the amount of carrier phase mass available for (excess) entrain-
ment may be restricted both due to the chamber geometry (confined
jet) and due to the rate of momentum diffusion, vortex structures are
formed (vortex formation). Depending on their position and intensity,
local entrainment of carrier phase mass is enhanced or reduced.

Breakup & poly-dispersion

The existence of dispersed phase elements like droplets within the
domain results from liquid disintegration in the vicinity of the injec-
tor outlet due to instabilities within and at the boundary of the ini-
tially cohesive liquid (primary breakup) [25]. The instability of a
liquid core surrounded by gas is a three dimensional and non-linear
effect [69, 87]. Many works investigate the disintegration of liquid
round jets injected in air (e.g. [85]) and the shear induced instability at
the surface of liquid sheets [37, 66, 76, 78] and the resulting formation
of droplets [103].
The processes involved with primary breakup result in a spatial and
temporal distribution of droplet diameters and velocities which give
the boundary condition for momentum exchange and secondary breakup.
Models have been proposed to account for breakup mechanisms based
on injector internal flow properties and geometrical boundary condi-
tions both for round Diesel like jets [13] as well as for conical sheets
(resulting from low pressure [32] or high pressure injection [111]).
Such models have been implemented in CFD codes (e.g. [29]) and
applied to gasoline direct injection applications [28, 123].

Dense dispersed phase coupling

If dispersed phase elements are influenced by the carrier phase flow
but not vice versa, the two-phase flow is termed one-way coupled.
With increasing local dispersed phase volume loading, the dispersed

11



2 Modeling methodology

phase elements influence the carrier phase flow (two-way coupling). If
additionally, an increased local dispersed phase velocity dispersion oc-
curs, dispersed phase elements directly influence each other (four-way
coupling) by means of momentum, energy and species mass transport
within the surrounding carrier phase [102]. Also, the probability of
droplet collisions increases with increasing dispersed phase volume
loading and velocity dispersion [6].

Usually correlations for momentum exchange (e.g. [107]) and evapo-
ration (Spalding concept, described thoroughly in e.g. [73]) reproduce
the mean transport at the surface of isolated droplets. Models for dense
spray momentum exchange (four-way coupling) account e.g. for a cu-
mulative drag force due to particle collective structures [86] or aligned
droplet arrays [128].
In an evaporating dense spray, four-way coupling effects with regards
to both momentum exchange and heat and mass transfer influence
each other and lead to possibly complex interaction mechanisms, whose
overall behavior may not be represented by correlations obtained from
isolated droplet dynamics [9, 112].
The probability of droplet or particle collisions is modeled with statis-
tical approaches [118] and supported by PDA measurements [119].
The presence of dispersed phase elements influences the carrier phase

Gas

one-way

two-way

Liquid

four-

way

Figure 2.2: Two- and four-way coupling of dispersed two-phase flows
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2.2 Model classification overview

turbulence statistics [33]. The turbulence modulation within in-ho-
mogenous turbulent carrier phase flows at non-uniform particle mass
loading is e.g. investigated by means of very sophisticated simulation
approaches such as point-particle DNS [19, 120, 121]. Contributions
to statistical modeling of two-phase turbulence effects also include
kinetic models for joint probability density functions [53, 113, 115,
127]. More simple models accounting for turbulent transport in the
context of the two-fluid model include two-equation two-phase turbu-
lence models [46, 47] or simple gradient diffusion models [18, 79, 80].

2.2 Model classification overview

The underlying mean dynamics of both laminar and turbulent single-
phase fluid flows are described in detail by numerous authors, e.g. [4,
11, 94, 108]. Dispersed two-phase flows are characterized both experi-
mentally and numerically [22, 65]. Numerical methods providing high
quality temporal integration solutions are proposed both with respect
to single [52] and two-phase flows [96]. In order to later choose an
appropriate model concept, a classification of numerical descriptions
available for two-phase flows is presented in figure 2.3.

Any numerical simulation technique may be characterized by the de-
gree of spatial homogeneity it assumes: Computational fluid dynamic
models usually incorporate a spatial resolution in three dimensions.
Turbulent fluctuations are resolved depending on their energy level:
In a “direct numerical simulation” (DNS) approach, all scales down to
the smallest ones being dissipated by molecular viscosity are resolved
and no turbulence related modeling is required. In “large eddy simula-
tion” (LES), a filter function is applied and the effect of scales smaller
than the filter size on the resolved scales is modeled as a sub-grid
viscosity. In the “Reynolds averaged Navier-Stokes” (RANS) descrip-
tion, the total of the Reynolds stress tensor is modeled and only the

13



2 Modeling methodology

multi-dimensional / CFD: turbulence representation: DNS, LES, RANS

one-dimensional / phenomenological: integral in space

and other flow properties

thermodynamic / 0D: e.g. global cylinder pressure analysis (also multi-

zonal)

empirical: direct correlations for variables of interest

time-itterative / predictive: model for the variable’s rate of change

Resolved particle surface: interface tracking (VOF, Level-set)

Point particles:

Lagrangian particle tracking (DPS, parcel methods);

Eulerian continuum field formulation

phase integration: kinematic & thermal equilibrium

(e.g. self-similar two-phase jet solution)

Numerical description

Spatial resolution

Temporal resolution

Dispersed two-phase flow representation

Resolved dispersed phase

Two-phase mixture

Figure 2.3: Numerical two-phase flow modeling methodologies
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2.2 Model classification overview

isotropic part is transported, e.g. in one- and two-equation turbulence
models such as the k-ε , the k-ω-model or a combination of both like
the “shear stress transport” (SST) model [88].
One-dimensional models describe integral properties in space such as
pipe flow where only the dynamics along the pipe axis are spatially
resolved and phenomena like friction forces within the flow and at the
wall boundary are accounted for by loss coefficients. The modeling
assumption of self-similarity also produces the projection of multi-
dimensional effects onto only one (non-dimensional) similarity vari-
able such as in single phase boundary layer flows∗.
Purely thermodynamic models assume complete spatial homogeneity
(zero-dimensional). For example, steady states within turbo-engines
(stationary open system) are analyzed or transient work cycles as in
reciprocating engines (transient closed system) may be characterized
in this way.

The modeling approaches accounting for the temporal evolution in-
corporate mainly two types: Either the temporal development of the
quantity of interest is provided in the form of an explicit function in
time (such as the penetration depth of an injected jet), or the model
describing the temporal rate-of-change of the quantity of interest is
obtained from temporal integration (e.g. of the current particle veloc-
ity in order to obtain the particle’s path). The latter kind of model
represents the dynamics inherent to the described physical system and
is therefore termed “predictive”.

The appropriate numerical description of dispersed two-phase flows
depends among other factors on the material densities of the phases
involved. Here the focus lies on the flow induced in a gaseous car-
rier phase by a liquid dispersed phase. Hence, the dispersed to carrier
phase material density ratio and consequentially also the momentum

∗ Furthermore assuming locally stationary conditions most often allows the
derivation of an analytic solution from the remaining ODE so that the integral quan-
tity is known a-priori and is not subject to numerical integration.

15



2 Modeling methodology

ratio in the vicinity of a dispersed phase element (particle) are of the
order ρp/ρc ≈ 103 � 1.
In advanced two-phase descriptions, the interface separating the two
phases may be resolved, such as in interface tracking methods [125].
The volume of fluid method applies a discrete marker function indi-
cating the phase jump-condition as a diffuse inter-phase. The level-set
method incorporates a continuous marker function which enables a
more precise reconstruction of the interface.
Less detail and thereby more computational efficiency provides the
assumption that with regards to the global carrier phase flow pattern,
the dispersed phase elements (droplets) occupy only a small volume
and may therefore be characterized as point-particles, whose individ-
ual equation of motion defines their path (Lagrangian particle track-
ing) [57, 89, 95]. The detailed interaction with the carrier phase at
the particle surface (drag, heat and mass transfer) is described by in-
tegral correlations obtained experimentally (such as drag correlations)
or analytically (such as the Spalding droplet evaporation model). Ac-
cording to the level of detail in single phase turbulence modeling, the
representation of the total amount of dispersed phase mass by individ-
ually tracked particles is termed “discrete” particle simulation (DPS).
Because spatially neighboring particles of similar initial properties
(e.g. diameter, velocity, temperature etc.) interact with approximately
the same carrier phase mass elements, they tend to keep on carrying
similar properties after the interaction. This physical effect suggests
to model numbers of particles of similar properties to be grouped in
computational parcels. The strongest advantage of the Lagrangian
method is that it intrinsically incorporates a statistical representation
of the dispersed phase property dispersion: The spatial and temporal
development of distributions in e.g. diameter, velocity, temperature
etc. due to some initial conditions is produced by the application of
this method. If large amounts of particles (parcels) have to be tracked,
the computational cost increases.
The two-fluid method applies volume or ensemble averaging to the
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2.2 Model classification overview

dispersed phase and thereby locally assigns continuum properties to
the dispersed phase. The averaging process introduces a “one-point
one-value” relation to the dispersed phase: If particles are to exhibit
e.g. two different velocities at one location, two such continua have
to be transported. A dispersed phase property dispersion may only be
accounted for by a “spectral solution”, where several continua repre-
sent the local distribution function. If the accuracy loss due to volume
averaging is increased by such a spectral approach, the computational
cost increases with the power of the covered dispersion relations (e.g.
for diameter, velocity, and temperature with the power of three) so that
the Lagrangian representation again becomes more attractive.
The least detailed method to treat dispersed two-phase flows is the
mixture model which assumes both phases to be in kinematic and ther-
mal equlilibrium by applying a local integration over both phases.

Eulerian multi-fluid

In the context of dispersed two-phase flow, a contradiction occurs
when the Lagrangian statistical approach is used and turbulence ef-
fects are to be partly resolved as in LES. The increase in spatial reso-
lution required for LES reduces the statistical quality of the dispersed
phase representation. Also, spatial resolutions of the order of the local
particle diameter contradict the point-particle assumption, introduce
(possibly non-physically) high local gradients to the carrier phase and
thereby necessitate the modeling of spatially distributed inter-phase
coupling.
The field of high spatial resolution is thus a domain of the Eulerian
continuum representation of the dispersed phase. The Eulerian tur-
bulence modeling of the dispersed phase (which becomes important
where St = τp/τ f ≈ 1) was introduced by [115] and further developed
and implemented by [68, 75, 100]. An extension to poly-dispersion
has been proposed by [90].
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Eulerian moment transport & poly-celerity

The representation of dispersed phase property dispersion (e.g. re-
garding the local diameter or velocity distribution) was introduced
with the Lagrangian statistical approach. The exact statistical proba-
bility of finding a particle with properties within a certain range of the
total spectrum is described by the Williams spray equation [131]. With
regards to the Eulerian dispersed phase transport, several approaches
attempt to transport integrals of the distribution function, i.e. their
moments.

Most interest lies in the representation of poly-dispersion, i.e. a dis-
tribution of particle diameters. The proposed methods contain the
“method of moments” (MOM), where moments of the local parti-
cle diameter distribution are transported [14, 15, 16, 17] and which
was further developed for impinging sprays [7] and applied to mass
and heat transfer [23]. An alternative approach is the “direct quadra-
ture method of moments” (DQMOM) [43, 48, 81, 84] which models
the temporal change of a (possibly complex) diameter distribution by
transporting convenient abscissas and weights representing the distri-
bution function.
An important property of poly-dispersed systems is their non-linear re-
sponse to momentum exchange with the carrier phase. Some models
directly focus on the effect of the local dispersion in velocity (poly-
celerity) [75]. Others relate the velocities at which diameter distri-
bution moments are transported to some representative velocity for a
representative diameter and introduce moment specific slip velocities
to account for changes in the diameter distribution [14]. Yet another
approach is to directly model moment velocities [56].
An alternative to modeling moments of the diameter distribution func-
tion is to reduce the computational cost of the full spectral solution.
This is performed by relating the acceleration of particles correspond-
ing to some class by the acceleration of a neighboring size class and
thereby avoiding to solve momentum equations for some size classes.
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For inertial particles of limited Stokes number this was introduced
with the “equilibrium Eulerian approach” [50, 51] in the context of
turbulent dispersion modeling. An extension of this approach enabling
the transport of inertial particles of increased Stokes numbers has been
suggested by the author and co-workers [21].

2.3 Motivation and modeling strategy

The improvement of the performance of a product like e.g. an injector
or an engine necessitates a thorough understanding of the various rele-
vant physical functionalities. In order to enhance the understanding of
complex physical systems like an injection process, experimental and
numerical investigations work in a complimentary manner. Depend-
ing on the required degree of detail and the available computational
power, numerical models produce the response of dynamics of physi-
cal systems to certain initial and boundary conditions at different time
scales: Some models feature real-time capabilities (such as “hardware
in the loop” models for engine CPUs), while complex models incorpo-
rating a vast range of time and length scales (like e.g. climatic models)
may require months of computational time on thousands of processors
to produce results.

In an industrial context, even complex models (such as high resolution
CFD models of an injection process) are supposed to produce results
at the most within days so that then, changes in the model or the de-
sign may be applied. Processes like one single injection happen at
characteristic time scales of milliseconds. By contrast, a transient en-
gine system operation may take seconds or minutes. Depending on the
engine speed, a significant number of working cycles with several in-
jections per working cycle may need to be characterized (e.g. at 6000
rpm, 50 working cycles per second in a four-stroke engine).
The main physical effects present within an engine system – except
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the injection and combustion cycle within the cylinder – may be de-
scribed with sufficient accuracy by comparatively simple models (e.g.
gas exchange dynamics or transient engine warm-up). Engine sys-
tem simulation thus requires less computational power than a com-
plex CFD analysis. On a desktop computer, several working cycles
may be simulated within minutes. The injection of liquid fuel and the
consequential combustion are most efficiently accounted for by exper-
imentally obtained cylinder pressure traces. For this approach, engine
hardware has to exist prior to any simulation work and engine system
simulation is therefore applied as a post-processing tool to an experi-
mental investigation.
By contrast during an early stage in the development cycle, engine
system simulation is used to investigate major changes in engine ge-
ometry or operating conditions. Even though burn rates from previ-
ous engine applications may be adopted, such explicit functions lack
the ability to respond dynamically to changes in boundary conditions
(such as e.g. an altered thermodynamic state of the charge initially
contained within the cylinder after the intake valve has closed). An
approach to introduce dynamics to integral heat release characteristics
has been presented by the author and co-workers [20]. The assessment
scrutinizes the need to incorporate mixture formation effects resulting
from the injection process into the engine system simulation, espe-
cially for gasoline engines.

Modeling limits

If numerical models of certain applications are first built, their accu-
racy is assessed applying comparisons to experimental data (model
validation). Measurements include detailed investigations of isolated
effects such as individual droplet kinematics or heat and mass transfer
at isolated droplet surfaces. When models are to incorporate the cu-
mulative effects of e.g. the propagation of a droplet cloud in initially
quiescent air or the evaporation of a droplet cloud, often only integral
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qualities such as the spray penetration depth into a pressure chamber
or a spray life time may be obtained experimentally.
Especially for dense dispersed systems, to which optical measurement
techniques provide only limited access, the link between the detailed
dynamics on the level of individual droplets and the cumulative (inte-
gral) effects is very hard to establish: A breakup model may reproduce
the temporal and spatial development obtained from a PDA investiga-
tion, but the question whether the congruence stems from correct mod-
eling of the underlying individual droplet dynamics within the cloud
(wind induced breakup, collision and coalescence, etc.) remains ques-
tionable. Likewise heat and mass transfer correlations obtained from
experiments with isolated or a limited number of interacting droplets
may produce an experimentally obtained spray life time. But the val-
idation of individual droplet evaporation dynamics within a cloud of
several hundreds of thousands of droplets is practically impossible.
When high-detail models such as breakup models are applied with
success, the (numerical) “path” at which the solution is obtained re-
mains unclear and the congruence of results may well be the result of
an interference of model errors, which cancel each other out. These
effects introduce limits of applicability of computational dispersed
phase transport descriptions like the Lagrangian particle tracking in
dense spray zones [1, 38, 60] and demonstrate the need to locally in-
troduce models accounting for integral effects in dense sprays.

Simplified modeling

Thorough documentation of basic physical dynamics and modeling is
available with regards to the overall engine system [59], the gas dy-
namics within the intake and exhaust system [77], and spray injection
and mixture formation [12, 122].
Among the simplified models for the overall engine system, the model
part representing the processes happening within the cylinder after “in-
take valve closes” and before “exhaust valve opens” (cylinder model)
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has to reproduce the most complicated dynamics. The need to intro-
duce models more sophisticated than simple thermodynamical ones
– accounting for the injection and mixture formation process at com-
paratively low computational cost – has been accentuated [20, 122].
Integral spray quantities like spray tip penetration depth or the global
spray life time may be characterized by purely empirical correlations.
Dynamic response to altered boundary conditions by contrast has to
result from a dynamic, time-iterative (predictive) model.

Dispersed two-phase jet models

Several attempts have been made to dynamically describe injection in-
duced propagation of a dispersed two-phase jet. The so called “packet
model” of Hiroyasu [62] is aimed at the description of round jet Diesel
spray and combustion modeling. With a somewhat reduced CFD phi-
losophy, a limited region around the injector is resolved and explicit
correlations for e.g. the spray tip velocity are given (two-phase mix-
ture model). This approach has been adopted by several authors, e.g.
[71].
Inspired by the space integral description of turbulent jet diffusion
flames of Peters [92], Wan [129] presented a spray model for a round
Diesel jet. The penetration behavior of the two-phase jet results from
assumed cross-stream top hat profiles which represent the mean prop-
erties of both phases within the jet. It utilizes a parameter which ac-
counts for the jet opening angle. Depending on this spreading rate, the
local increase of carrier phase mass due to entrainment available for
inter-phase momentum exchange is modeled. Breakup and evapora-
tion are accounted for. Based on Hiroyasu’s classification of a com-
plete spray (locally homogeneous two-phase flow) [61], velocity dif-
ferences between phases are completely neglected in a second step.
From this assumption of a two-phase mixture, relations for spray tip
penetration (which are explicit in time) are derived. After a first imple-
mentation in the context of [129], the model was validated for Diesel
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injection applications [72].
With the assumption of a steady state condition within the main part
of the round jet (except for regions very close to the injector and at
the spray front), a square root dependency of the spray front pene-
tration with time is found from the cross-stream integrated momen-
tum equation. The accuracy of this description for Diesel jets is con-
firmed by e.g. [101] for various experimental data sets. For the de-
scription of the initially transient penetration behavior of a round fuel
jet, Sazhin et al. [105] employed the individual droplet’s kinematics
as characteristic to the front propagation. In combination with models
for evaporation and breakup, good agreement with experimental data
was obtained.

Hollow cone sprays are much less commonly applied in industry than
round fuel jets as typically found in Diesel engines. As a consequence,
also less theoretical and characterization work has been performed.
The major difference of a hollow cone spray is that its global struc-
ture is less stable than the spray structure resulting from a round jet
(see section 2.4). It causes an injection induced global recirculation
zone. This behavior was observed in experiments with pressure swirl
injectors [29] as well as piezo-electrically driven, outward-opening
injectors [97] and is again supported by the CFD investigation in sec-
tion 3.2.
Cossali [31] studied the gas entrainment into a hollow cone spray
based on a spatial self-similarity assumption and for steady state con-
ditions (i.e. for constant boundary conditions and flow states long
after the injector has opened). He confirms that the hollow cone jet
dynamics resulting from an injection induced two-phase flow differ
considerably from those of both single phase jets and round Diesel
jets.

23



2 Modeling methodology

Model outline

In order to model a dynamic response to altered boundary conditions
such as in an ICE environment, a transient two-phase description is the
goal of this work. The first modeling priority lies on an adequate de-
scription of the deceleration of dispersed phase mass within the pres-
sure chamber (momentum exchange). A sufficient accuracy of the
momentum exchange early during injection is indispensable for the
early development of the evaporation process (heat transfer towards
the dispersed phase and consequential droplet warm-up). Hence, a
two-phase description is chosen within this work. According to single
phase jet theory [2], the dispersed phase is modeled to interact with
an amount of carrier phase mass which increases along the injection
direction (jet widening due to momentum diffusion). Additionally, jet
boundary layer effects acting on the carrier phase mass within the two-
phase jet are modeled which exceeds the contribution of [129]. The
overall modeling process of the hollow cone injection induced two-
phase flow at hand is supported and inspired by CFD investigations.

Figure 2.4: Hollow cone spray; spray images obtained from back-light pho-
tography; injection into carrier phase environment at 1 bar (left)
and 15 bar (right) chamber pressure and 300 K chamber temper-
ature [35]
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2.4 Hollow cone injection

The spray structure resulting from a hollow cone injector depends on
the carrier phase density: With increasing carrier phase density, the
dispersed phase interaction with the carrier phase intensifies. As a re-
sult, the spray tip penetration length decreases and a more complex
flow structure develops (figure 2.4).
The general dynamics of a two-phase jet apply also to the induced
flow resulting from a hollow cone injection. Special about the hollow
cone structure is its limited symmetry: Provided that the influence of
the chamber geometry is negligible and that a rotationally perfectly
symmetrical spray is provided by the injector, then the injector axis is
a symmetry axis for the induced two-phase flow. With respect to the
dispersed phase cone structure, the surrounding carrier phase reservoir
is – by contrast – not symmetrical: At the outside of the hollow cone,
a much greater volume of carrier phase is available (e.g. for entrain-
ment) than at the inside. As a consequence, the flow in the vicinity of
the dispersed phase is not symmetrical.

Experimental database

The spray provided by the high-precision, piezo-electrically driven,
outward-opening injector [130] has been characterized experimentally
in several investigations. They include the characterization of the
global penetration behavior both in cold [35] and hot carrier phase
environments obtained from back-light photography [10] as well as
measurements of the carrier phase velocity field by means of PIV mea-
surements [39, 40, 41, 42]. Of special benefit also for the present work
are the investigations of Prosperi [97, 98], whose experimental data are
used to validate the CFD model. Other investigations use optical mea-
surement techniques in transient engine operating conditions [36, 83].
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2.4.1 Conservation equations in conical coordinates

In order to emphasize the dominance of the injection direction of the
dispersed phase hollow cone sheet, flow field results are presented in a
conical coordinate frame (see figure 3.2.1). The hollow cone is charac-
terized by a total cone opening angle of 2θ . The coordinate ξ indicates
the penetration depth in injection direction along the liquid sheet on a
presumed spray symmetry axis. The distance from the sheet normal
to the main injection direction is characterized by the coordinate η .†

ξ = r sinθ − z cosθ û = u sinθ −w cosθ (2.1)

η = r cosθ + z sinθ ŵ = u cosθ +w sinθ (2.2)

r, u

z, w

η, ŵ

ξ, û

∆ηθ

Figure 2.5: Conical coordinates

†The full derivation of conservation equations in cone coordinates is presented in
detail in appendix A.
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The equation of the conservation of mass (see eq. (A.6))

∂ρ
∂ t

+
∂ (ρ û)

∂ξ
+

∂ (ρ v̂)
∂η

+ρ
û sinθ + v̂ cosθ
ξ sinθ +η cosθ︸ ︷︷ ︸

RADconti

= Γ(evap) (2.3)

relates the rate of change in mass density ρ to the mass fluxes and the
mass source due to evaporation Γ(evap).
Momentum is conserved both tangential (see eq. (A.7))

∂ (ρ û)
∂ t

+
∂ (ρ û2)

∂ξ
+

∂ (ρ ûv̂)
∂η

+ρ
û2 sinθ + ûv̂ cosθ
ξ sinθ +η cosθ︸ ︷︷ ︸

RADmomX

= −∂ p
∂ξ

+ Iξ︸︷︷︸
dragX

+ µe f f

⎡
⎢⎢⎢⎢⎣

∂ 2û
∂ξ 2︸︷︷︸
viscX1

µ

+
sinθ ∂ û

∂ξ + cosθ ∂ û
∂η

ξ sinθ +η cosθ︸ ︷︷ ︸
viscX2

µ

+
∂ 2û
∂η2︸︷︷︸
viscX3

µ

−sinθ
û sinθ + v̂ cosθ

(ξ sinθ +η cosθ)2︸ ︷︷ ︸
viscX4

µ

⎤
⎥⎥⎥⎥⎦ ,

(2.4)

and normal to main injection direction (see eq. (A.8))

∂ (ρ v̂)
∂ t

+
∂ (ρ ûv̂)

∂ξ
+

∂ (ρ v̂2)
∂η

+ρ
ûv̂ sinθ + v̂2 cosθ
ξ sinθ +η cosθ︸ ︷︷ ︸

RADmomY

= − ∂ p
∂η

+ Iη︸︷︷︸
dragY

+ µe f f

⎡
⎢⎢⎢⎢⎣

∂ 2v̂
∂ξ 2︸︷︷︸
viscY 1

µ

+
sinθ ∂ v̂

∂ξ + cosθ ∂ v̂
∂η

ξ sinθ +η cosθ︸ ︷︷ ︸
viscY 2

µ

+
∂ 2v̂
∂η2︸︷︷︸
viscY 3

µ

−cosθ
û sinθ + v̂ cosθ

(ξ sinθ +η cosθ)2︸ ︷︷ ︸
viscY 4

µ

⎤
⎥⎥⎥⎥⎦ .

(2.5)
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From the conservation equations, the cylindrical character is clearly
visible. The cone specific terms appearing on the left hand side (LHS)
of the set of equations (2.3) through (2.5) reflect the dependency on
both the spatial coordinates and the velocity vector components. The
fourth viscous term on the right hand side (RHS) of equations (2.4)
and (2.5) directly corresponds to the cylindrical description. Special
about the momentum conservation equations expressed in cone coor-
dinates are the second viscous terms viscX2 and viscY 2, which ac-
count for the spatial velocity gradients of the conserved momentum
component.

Hollow cone boundary layer

The formulation of the momentum conservation equations in coni-
cal coordinates introduces viscous terms accounting for radial widen-
ing. In order to estimate the contribution of the individual terms in
the streamwise momentum equation (2.4), the conservation equations
(2.3) through (2.5) are assessed in terms of dimensionless variables for
a boundary layer of characteristic thickness δ according to the proce-
dure presented by Schlichting [108].

The momentum of the evaporating mass flux according to the continu-
ity equation (2.3) is assumed to be much smaller than the convective
fluxes in the streamwise momentum equation (2.4):

û Γ(evap) � ρ û
∂ û
∂ξ

. (2.6)

As result of a CFD model analysis (section 3.2) and according to
the modeling approach presented later (section 4.3.2), effects of com-
pressibility play a minor role in the hollow cone injection and the local
mass density may be assumed to be approximately constant in time
and space (ρ ≈ const.). Thus, the “primitive” version of the stream-
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wise momentum conservation equation

∂ û
∂ t

+ û
∂ û
∂ξ

+ v̂
∂ û
∂η

= − 1
ρ

∂ p
∂ξ

+ Jξ︸︷︷︸
dragX

+νe f f

⎡
⎢⎢⎢⎢⎣

∂ 2û
∂ξ 2︸︷︷︸
viscX1

ν

+
sinθ ∂ û

∂ξ + cosθ ∂ û
∂η

ξ sinθ +η cosθ︸ ︷︷ ︸
viscX2

ν

+
∂ 2û
∂η2︸︷︷︸
viscX3

ν

−sinθ
û sinθ + v̂ cosθ

(ξ sinθ +η cosθ)2︸ ︷︷ ︸
viscX4

ν

⎤
⎥⎥⎥⎥⎦

(2.7)

is obtained‡. With the help of a macroscopic length scale L and a
velocity scale U , dimensionless variables ξ ∗ = ξ/L , η∗ = η/L ,
u∗ = û/U , v∗ = v̂/U , t∗ = t U /L and p∗ = p/(ρU ) are defined so
that the dimensionless momentum equation

∂u∗

∂ t∗
+u∗

∂u∗

∂ξ ∗ + v∗
∂u∗

∂η∗ = −∂ p∗

∂ξ ∗ +
L

U 2 Jξ

+
1

Re

[
∂ 2u∗

∂ξ ∗2 +
sinθ ∂u∗

∂ξ ∗ + cosθ ∂u∗
∂η∗

ξ ∗ sinθ +η∗ cosθ
+

∂ 2u∗

∂η∗2 − sinθ
u∗ sinθ + v∗ cosθ

(ξ ∗ sinθ +η∗ cosθ)2

]
(2.8)

may be formed. The streamwise coordinate and velocity are of the
order

O (ξ ∗) = 1 and O (u∗) = 1 . (2.9)

Within the boundary layer, η∗ is of the order of the boundary layer

‡ Note that the conical term on the left hand side of equation (2.4) termed RAD-
momX is substituted by the mass conservation equation (2.3) when the “primitive”
momentum conservation equation is derived.
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thickness δ ∗. In order to satisfy the dimensionless continuity equation

∂u∗

∂ξ ∗ +
∂v∗

∂η∗ +
u∗ sinθ + v∗ cosθ
ξ ∗ sinθ +η∗ cosθ

= 0 (2.10)

also in the case of δ ∗ → 0 (Re → ∞), v∗ needs to be of the order of
δ ∗ [108] because

O

(
∂u∗

∂ξ ∗

)
= 1 and O

(
u∗ sinθ + v∗ cosθ
ξ ∗ sinθ +η∗ cosθ

)
= 1 . (2.11)

At finite Reynolds number, the convective terms in equation (2.8) are
of the orders of magnitude

O

(
∂u∗

∂ t∗

)
= 1 , O

(
u∗

∂u∗

∂ξ ∗

)
= 1 , O

(
v∗

∂u∗

∂η∗

)
= 1 , O

(
∂ p∗

∂ξ ∗

)
= 1 ,

(2.12)
while those of the viscous terms are

O

(
1

Re

)
= δ ∗2 , O

(
∂ 2u∗

∂ξ ∗2

)
= 1 , O

(
sinθ ∂u∗

∂ξ ∗ + cosθ ∂u∗
∂η∗

ξ ∗ sinθ +η∗ cosθ

)
=

1
δ ∗ ,

O

(
∂ 2u∗

∂η∗2

)
=

1

δ ∗2 , O

(
sinθ

u∗ sinθ + v∗ cosθ
(ξ ∗ sinθ +η∗ cosθ)2

)
= 1 .

(2.13)

Just like in the plane flow configuration, the viscous term incorporat-
ing the second order cross stream gradient ∂ 2u∗

∂η∗2 is of the same order
of magnitude as the convective fluxes in equation (2.8). Second in
magnitude is the term viscX2 due to the first order gradient ∂u∗

∂η∗ .

2.4.2 Two-phase jet dynamics

The carrier phase flow induced by the injection of a liquid jet differs
fundamentally from the evolution of single phase jet.
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Single phase jet

Consider a single phase viscous jet flow in steady state as depicted
in figure 2.6. The fluid elements at the jet boundary δ (at a certain
streamwise location x) travel at some finite (non-zero) streamwise ve-
locity. This corresponds to a finite boundary layer thickness δ . The
local change of the jet boundary layer thickness δ over time results
from three contributions:
The local boundary layer thickness δ is exposed to a downstream
convective transport (indicated by the velocity Uδ ). If only convec-
tion would be considered, then the boundary layer thickness would
shrink locally because of its decreasing width in the upstream direc-
tion ( ∂δ

∂ t

∣∣∣
conv

< 0)§.

Figure 2.6: Rate of change ∂δ
∂ t of the jet boundary layer thickness δ due to

convection, diffusion, and entrainment

§ Note that in the case of pure convection, the boundary layer thickness δ in
steady flow would be a path line. So the time-derivative of the local boundary layer
thickness δ – whose streamwise location x is fixed in time and space – could also be
understood as a Lagrangian derivative; in other words, the material derivative in that
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At the same time, cross-stream diffusion of streamwise momentum
causes the fluid outside of the boundary layer region to accelerate,
thereby contributing to the local growth of the boundary layer thick-
ness ( ∂δ

∂ t

∣∣∣
µ

> 0).

At the boundary layer boundary δ , mass is entering the jet region with
a non-zero velocity component normal to the injection direction. This
entrainment causes a contraction of the jet width δ (at the speed of the
entrainment velocity vδ (y = δ ) = ∂δ

∂ t

∣∣∣
entr

< 0).

After the initial boundary layer growth (also referred to as a “startup
process”), the three contributions named above approach an equilib-
rium state. The superposition of the three contributions is here referred

to as the net diffusive boundary layer growth
(

∂δ
∂ t

)(net)

µ
, where

(
∂δ
∂ t

)(net)

µ
=

∂δ
∂ t

∣∣∣∣
(t�T

(c)
shear)

=
∂δ
∂ t

∣∣∣∣
conv

+
∂δ
∂ t

∣∣∣∣
µ

+
∂δ
∂ t

∣∣∣∣
entr

= 0 .

(2.14)

In a single phase jet (resulting from a single point of momentum sup-
ply) and for a comparatively large boundary layer measure of choice
(e.g. the displacement thickness δ1), the velocity magnitudes at the jet
boundary are comparatively small so that the entrainment velocity at
the boundary layer border is small.

In a conventional single phase jet of incompressible media resulting
from a single location of momentum supply, the total volume flux
along the main injection direction remains constant, i.e. the stream-

case equals the convective derivative since no change in δ occurs along the stream-
wise coordinate x. In viscous flow however, the jet boundary layer thickness δ (and
the mass contained within the jet) changes along the streamwise direction, so that – in
general – the jet boundary does not lie on a path line. For this reason, the boundary
layer evolution with respect to a steady (resting) coordinate frame is investigated here
and the Eulerian derivative is used.
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wise momentum contained within the jet cross section is conserved
along the streamwise coordinate [108]. Along the injection direction,
the cross-stream distribution of the streamwise momentum is rear-
ranged to broader and flatter profiles due to momentum diffusion so
that additional mass is “entrained” into the jet. As the jet spreads and
an increasing volume normal to the injection direction is affected, the
cross-stream peak of the streamwise velocity (the center line velocity)
decreases.

Two-phase jet and “excess entrainment”

By contrast in the two-phase jet (here liquid droplets dispersed in air),
additional streamwise momentum is introduced to the carrier phase as
it travels downstream: Due to the injection process, the liquid droplets
travel at a higher velocity than the carrier phase. The drag forces be-
tween both phases cause the carrier phase to be accelerated. Velocity
differences and consequential drag do not occur at the point of injec-
tion only but are spatially distributed along the main injection direc-
tion ξ (“spatially distributed forcing”).
The excess carrier phase mass flux caused by the drag with the dis-
persed phase has to be accomplished for by additional entrainment
(“excess entrainment”) of carrier phase mass into the jet volume. As
a consequence from the entraining carrier phase mass, the boundary
layer is locally contracted.
Both effects named above lead to a local increase of velocity gradi-
ents which again cause the shear stress within the carrier phase of the
two-phase flow to increases.

Exemplary CFD results

As a more detailed insight into the dynamics of the injection induced
two-phase flow field, an exemplary result from the CFD investigation
provided later in this work (see sec. 3.2) is presented in figure 2.7. The
horizontal line at η = 0mm is the presumed spray center line and the
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diagonal line with η < 0mm identifies the injector axis. The normed
carrier phase velocity vector field is displayed. Due to the effect of
spatially distributed acceleration of carrier phase mass, small vortex
structures develop closed to the presumed spray center line. Their
non-symmetrical arrangement with respect to the spray center line is
outlined. In the middle of the hollow cone, the injector symmetry line
dictates the flow direction. At greater distances from the spray center
line, a global recirculation zone is formed both outside and inside of
the hollow cone.

As long as the injection is in progress, the development of the carrier
phase flow field along the injection direction (along ξ ) is dominated
by the spatially distributed forcing due to the injection of dispersed
phase. By contrast in the direction normal to the main injection direc-
tion (along η), the induced carrier phase flow dominates the develop-
ment of the dispersed phase spatial distribution. This is illustrated by
figure 2.8 which contains velocity profiles extracted at the spray center
line η = 0mm at two successive time steps during injection. The dis-
persed phase velocity at ξ = 0mm is defined by the injection boundary

Figure 2.7: Carrier phase velocity vector field with vortices during injection
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condition. With increasing penetration length ξ both the carrier and
dispersed phase velocities decrease while a finite slip between both
phases is maintained. With increasing time, a carrier phase cross-flow
of increasing magnitude develops.

Self-similarity

In the context of a laminar boundary layer of a single phase flow over
a flat plate, the velocity profile may be described in terms of a single
similarity variable κ = y/(2

√
ν t), so that the linear PDE for u(y, t)

reduces to an ODE for u(κ), for which an analytic solution may be
derived, see e.g. Schlichting 2001 [108]. The temporal relaxation of
the shear stress at the center line due to a suddenly induced forcing

Figure 2.8: Kinetic energy flux within both phases during injection
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2 Modeling methodology

(“moving wall”) velocity Uc = u(κ → 0) is then described by¶

τc(Uc, t) = µ
∂u
∂y

∣∣∣∣
c
= −ρ Uc

√
ν

π t
(2.15)

while the boundary layer thickness evolves over time according to

δ = 3.6 · √ν t . (2.16)

Turbulence

Turbulence effects are only accounted for with respect to the gaseous
carrier phase. The level of turbulent fluctuations within the liquid
phase resulting from the injector internal flow is neglected here.

Within the flow domain, maximum magnitudes of the carrier phase
velocity are of the order of O (uc) = 100m/s. The kinematic viscosity
of the gas phase is assumed to νc =1.5×10−5 m2/s. When the injector
is fully open, the half width associated with the effective cross-section
of the exiting liquid flow is of the order of O (h/2) =10µm. The
Reynolds number

Reh =
uc h/2

νc
= 67 � 2×105 (2.17)

corresponding to the half-width h/2 indicates that no noteworthy tur-
bulent intensity may be expected directly at the injector outlet.
On the level of individual particles, the slip velocity does not exceed
200m/s (which corresponds to the limiting case of particles injected

¶ For locally constant carrier phase center line velocity Uc, eq. (2.15) delivers the
time rate of change of shear stress at the center line position

∂τc

∂ t

∣∣∣∣
Uc

=
ρ Uc

2

√
ν

π t3 .

36



2.4 Hollow cone injection

at 200m/s into quiescent air). The carrier phase flow around individ-
ual particles of diameter O (Dp) = 20µm may therefore be charac-
terized by a Reynolds number of Rep = 267. Anticipating the flow
simulation result presented in figure 3.12, a carrier phase boundary
layer thickness of the order of O (δ ) = 1mm at ξ = 6mm is es-
timated. The streamwise centerline velocity depicted in figure 3.15
suggests a carrier phase velocity of about 50m/s. The Reynolds num-
ber corresponding to the cross-stream length scale δ is of the order of
Reδ = 3300.
In a steady state condition and neglecting mass and momentum ex-
change, the streamwise velocity at the centerline position (at η = 0)
may be approximated from the continuity equation (2.3) ‖

uc = u(0)
c

ξ (0)

ξ
. (2.18)

Because ∂ 2uc
∂ξ 2 > 0, a Reynolds number based on the length scale ξ

increases monotonically with ξ . According to e.g. figure 3.15, you
have roughly Reξ = 3× 104 at ξ = 10mm (uc ≈ 50m/s) and Reξ =
4×104 at ξ = 20mm (uc ≈ 30m/s).

All Reynolds numbers estimated in this section are well below a crit-
ical Reynolds number of Recrit = 5× 105 at which a transition from
laminar to turbulent flow may be expected in single phase free stream
flows [109]. Nevertheless, the presence of particles and the strong
injection induced acceleration of carrier phase mass constitute strong
disturbances to the gaseous phase flow so that turbulent fluctuations

‖ Applying the symmetry conditions vc|η=0 = 0 and ∂vc
∂η

∣∣∣
η=0

= 0 at the center-

line η = 0 in a steady state condition simplyfies the continuity equation (2.3) to

∂uc

∂ξ
+

uc

ξ
= 0 .

Integration by separation of variables delivers uc ∼ 1/ξ .
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2 Modeling methodology

may well occur below the critical Reynolds number known from sin-
gle phase flow.

2.5 Summary

Computational models support today’s product engineering. The sim-
ulation of an internal combustion engine system incorporates a large
range of time scales. In an industrial development environment, suit-
able models need to produce results at the most within days in order
to suggest design changes.

In the context of direct injecting gasoline engines, priority lies on the
modeling of heat release and thus mixture formation. They result from
an appropriate model of the injection process.

The analysis of the non-dimensional conservation equations for mass
and momentum in a problem specific cone coordinate system reveal a
dominance of the second order cross-steam gradients among the vis-
cous fluxes in the streamwise momentum equation. In comparison to
a single phase jet, additional (“excess”) entrainment of gas is caused
by the two-phase jet. The ability of the gas phase to transport momen-
tum away from regions of dense spray determines the global spray
front propagation. Although gas phase Reynolds numbers based on
different length scales are below the critical Reynolds number for free
stream flows, turbulent fluctuations are expected close to the dense
spray zones due to the locally high velocity gradients induced in the
two-phase flow by the injection of liquid fuel.
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3 Dispersed two-phase flow analysis

The preliminary assessment of the two-phase flow induced by the in-
jection of a dispersed phase presented in section 2.4 revealed the prin-
cipal physical effects leading to the experimentally observed flow be-
havior (cf. figure 2.4):
The penetration behavior of the two-phase jet results from the mo-
mentum exchange between both phases in regions of high dispersed
phase loading. The available experimental data characterizing the car-
rier phase flow field (cp. section 3.2.1 in this chapter) only provide
access to flow regions comparatively far away from the dense spray
zones and as a result do not allow to examine the carrier phase flow in
regions of high dispersed phase loadings. For this reason, the hollow
cone injection is investigated by means of a computational fluid dy-
namics (CFD) model, which provides access to flow properties within
the whole flow domain.

As a basis for both the CFD investigation (and the chapter 4 on simpli-
fied modeling presented later), the mathematical description applied to
two-phase flows is recapitulated in section 3.1. The CFD model set-
tings are presented in section 3.1.4.

In section 3.2, the flow results from the CFD model are presented. The
first part contains the validation of the CFD model on the basis of mea-
sured carrier phase velocity fields. Then, the inter-phase momentum
exchange and the induced carrier phase flow are discussed in detail.



3 Dispersed two-phase flow analysis

3.1 Two-phase flow description

Conservation laws are usually derived from a volume integral over a
material element: The accumulation of quantity ψ within the volume
element Vm is composed by the influx ψ̇in over the volume element sur-
face Am and the rate of production ψ̇source of ψ within volume element
Vm.

∂
∂ t

∫
Vm

ψ dV = −
∮

Am

ψ̇in dV +
∫

Vm

ψ̇source dV (3.1)

If the spatial distribution of ψ is sufficiently smooth for spatial deriva-
tives to exist (continuity assumption), the general conservation law for
the quantity ψ in differential form

Dψ
Dt︸︷︷︸

Lagrangian time derivative

=
∂ψ
∂ t︸︷︷︸

rate of change

+
∂ (ψu j)

∂x j︸ ︷︷ ︸
convection

= −∂Φ j

∂x j︸ ︷︷ ︸
surface flux

+ ψ̇source︸ ︷︷ ︸
volume source

(3.2)
with the diffusion flux Φ may be obtained.
In accordance with Newton’s second law, the acceleration of mass per
unit volume depends on the net force it is exposed to (with the stress
tensor σi j and force vector Fi).

D(ρ ui)
Dt

=
∂σi j

∂x j
+Fi (3.3)

For Newtonian fluids with constant material properties, a linear de-
pendence of the stresses on the time rate of strain, respectively veloc-
ity gradients, is assumed (e.g. to describe one-dimensional wall shear
stress according to τw = µ ∂u

∂y |w).
The stress tensor σi j may be expressed in terms of an isotropic (sym-
metric) part representing the normal (hydrostatic) stress (p = σkk/3)
and a deviatoric (anti-symmetric) part containing the tangential stresses
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3.1 Two-phase flow description

acting on a fluid element [93]

σi j = −p δi j + τi j . (3.4)

The deviatoric (viscous) stress tensor τi j depends on the rate of strain
tensor Si j

∗

τi j = 2µ Si j with Si j =
1
2

(
∂ui

∂x j
+

∂u j

∂xi

)
. (3.5)

Insertion of the above produces the well known Navier-Stokes equa-
tions. They describe the time-dependent movement of a continuous
compressible fluid in space based on the rate of change in velocity

∗ The effect of a non-linear relation emerges for flows with fast varying den-
sity (such as acoustic wave propagation or shock). Then the fluid is subject to an
additional viscocity contribution called volume viscosity or bulk viscosity which re-
sists to sudden volume expansion or contraction. In this case, the stress tensor is not
soleniodal so that ∂ui

∂xi
�= 0 and with the Stokes hypothesis (µ(2) = −2/3µ), eq. (3.4)

becomes [70]

τi j = 2µ
(

si j − 1
3

siiδi j

)
= µ

(
∂ui

∂x j
+

∂u j

∂xi
− 2

3
∂ui

∂xi

)
.
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3 Dispersed two-phase flow analysis

depending on the pressure field and viscous stress forces†

∂ρ
∂ t

+
∂ (ρu j)

∂x j
= S , (3.6)

∂ (ρui)
∂ t

+
∂ (ρuiu j)

∂x j
= − ∂ p

∂xi
+

∂τi j

∂x j
+Fi . (3.7)

3.1.1 Continuous phase transport

In the description of dispersed two-phase flows, the conservation of
the (bulk) carrier phase mass per unit volume ρc = (αcρc) is described
applying the Navier-Stokes equations.

∂ρc

∂ t
+

∂ (ρcuc, j)
∂x j

= Γ(evap) , (3.8)

∂ (ρcuc,i)
∂ t

+
∂ (ρcuc,iuc, j)

∂x j
= −∂ pc

∂xi
+

∂
∂x j

(
µc

∂uc, j

∂x j

)
+FD,i .

(3.9)

The source terms account for mass transfer due to evaporation (Γ(evap))
and momentum exchange with the dispersed phase (FD).

† The Navier-Stokes equation (or more specifically the momentum conservation
equation) is a non-linear, second order PDE which is broadly applied when solving
fluid dynamic problems. In spite of its universal acceptance (which is based on the
high accuracy solutions it produces when integrated numerically) it is noteworthy that
the unrestricted existence of solutions is not proven to the present day, just like the
general smoothness of such solutions (the universal exclusion of discontinuities and
singularities). Both problems belong to the top ten unsolved mathematical problems
today [49].
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3.1 Two-phase flow description

3.1.2 Dispersed phase transport

One important aspect in two-phase flow CFD is the representation of
the dispersed phase. Two major approaches exist.

Lagrangian

In the Lagragian description, the path of the dispersed phase elements
(here also termed “particles” and therefore indexed “p”) is obtained
from solving an equation of motion for individual particles (“Lagrangian
particle tracking”)

mp
Dup,i

Dt
= FD,i . (3.10)

This equation accurately describes the path of particles when the dis-
persed phase is dilute, i.e. if the time τp characterizing the relaxation
of fluid forces acting on the particle (see eq. (3.28)) is much smaller
than the characteristic time between inter-particle collisions T

(c)
coll .

The diluteness of dispersed two-phase flow may also be characterized
when the mean distance between particles Lp is than their diameter
Dp: For a ratio Lp/Dp > 10 it may well be assumed that collisions do
not dominate the dispersed phase movement. This corresponds to a
dispersed phase volume fraction of αp < 10−3.
When the diluteness assumption is applied in CFD analysis of injec-
tion processes, the effect of volume displacement due to the presence
of dispersed phase is generally neglected with regard to the carrier
phase transport: In equation (3.8), the carrier phase volume fraction is
set to αc = 1 and consequently ρc = ρc.

The obvious advantage of the Lagrangian dispersed phase representa-
tion – that each dispersed phase element is assigned its unique char-
acteristics – also bears limitations to its applicability: The number of
particles summing up to a constant dispersed phase mass increases
when smaller particles are transported (np ∼ D−3

p , see eq. (3.11)), so
that the demand for both computation power and storage requirements
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3 Dispersed two-phase flow analysis

rises accordingly.
Another problem resulting from the Lagrangian description arises when
the spatial resolution of the computational mesh is increased to or
above the order of the mean particle diameter such as in the context of
DNS or LES of turbulent reactive two-phase flows, e.g. [30, 44]. If the
spatial resolution is of the order of the dispersed phase diameter, the
dispersed phase concentration may locally no longer be assumed to be
dilute. The resulting increased dispersed phase volume fractions then
also introduce discontinuities to the carrier phase mass conservation
equation.

Eulerian

An alternative to the tracking of the individual particle paths is a con-
tinuum formulation for the dispersed phase. It is obtained from an
averaging procedure [45].
With regards to turbulence effects in a dilute two-phase flow with
solid particles, Simonin et al. [115] derive a continuum formulation
by means of ensemble averaging based on the kinetic theory of gases.
Similar to the LES approach, a continuum formulation for the dis-
persed phase may also be derived by volume filtering [114]. Here, the
existence of the Navier-Stokes equations for both phases is assumed.
A sub-grid energy is identified which accounts for the uncorrelated
motion at length scales below the filter size (which in numerical sim-
ulation is identical to the mesh size). Among other contributions, it
results from gradients in the dispersed phase velocity and contributes
as a diffusion term to the dispersed phase momentum transport. Both
derivations are compared in [68].
The solver used in this investigation [5] applies a simplified conserva-
tion equation based on volume filtering for the dispersed phase volume
fraction

αp = np
π
6

D3
p . (3.11)
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3.1 Two-phase flow description

No pressure (and therefore no pressure gradient) is assigned to the
dispersed phase liquid. No sub-grid energy conservation is solved. A
mean viscosity µp is assigned to the dispersed phase and the diffu-
sion of dispersed phase momentum is modeled by a simple gradient
diffusion hypothesis.

∂ (ρpαp)
∂ t

+
∂ (ρpαpup, j)

∂x j
= −Γ(evap) , (3.12)

∂ (ρpαpup,i)
∂ t

+
∂ (ρpαpup,iup, j)

∂x j
=

∂
∂x j

(
µp

∂up, j

∂x j

)
︸ ︷︷ ︸

σp

−FD,i . (3.13)

Formally, both equations are similar to the description of the carrier
phase (eqs. (3.8) and (3.9)). Note that in order to conserve volume,
the carrier phase volume fraction is generally αc ≤ 1.
The key issue with the Eulerian description of dispersed two-phase
flow is the modeling of the stress tensor σp (or the apparent particle
viscosity µp). It may e.g. incorporate mean stresses resulting from
inter-particle collisions (resulting in diagonal contributions or pres-
sure terms assigned to the dispsersed phase) or turbulent fluctuations
of the dispersed phase velocity [68, 100].
The major shortcoming emerging with the Eulerian representation of
the dispersed phase results from the averaging process: For each dis-
persed phase characteristic (e.g. temperature, particle diameter, or ve-
locity), only one (average) may be transported. Especially the rep-
resentation of poly-dispersion (multiple particle diameters) or poly-
celerity (multiple velocities, e.g. in the case of two dilute and possibly
inter-penetrating jets resulting from two different injection directions)
may not be described with the conventional (two-fluid) model. Several
contributions have been proposed accounting for poly-dispersion [90]
and poly-celeridity [43, 75] by transporting additional integrals of
the particle size distribution and introducing additional source terms
(see sec. 2.2).
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3 Dispersed two-phase flow analysis

3.1.3 Source terms

The two-phase flow resulting from an injection process is dominated
by the local slip between dispersed and carrier phase. As a conse-
quence, the drag force is assumed to dominate the momentum ex-
change and other accelerations such as gravity are neglected. The slip
velocity also influences the local environment of the evaporating liq-
uid. The effects considered in this thesis are described in detail e.g. in
[22, 73, 116] and are shortly summarized in the following.

Evaporation

The description of the evaporation process at the surface of isolated
droplets is based on the assumption that in the vicinity of the droplet
surface (within the saturated gas-vapor mixture), the diffusive fluxes
of heat towards and mass away from the liquid droplet surface are in
an equilibrium condition. The analysis of the diffusive mass transport
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saturation pressure  [bar]

Figure 3.1: Saturation pressure of octane (C8H18) with critical point (pcr =
2.5MPa, Tcr = 569.3K) and latent heat ∆hv = 301.2kJ/kg
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3.1 Two-phase flow description

in the vicinity of an isolated droplet’s surface leads to the well known
D2-law. It describes the decrease of the square of the droplet diameter
to be linearly dependent on time

D2
p = (Dp,0)2 −βSpald t . (3.14)

The Spalding coefficient

βSpald = 8
ρFs DFs

ρp
ln(1+BM) (3.15)

incorporates the mass diffusion potential

BM =
YFs −YF∞

1−YFs
(3.16)

between the mass concentrations of fuel vapor in the saturated film
(with fuel species mass fraction YFs) and in the undisturbed surround-
ing (YF∞). Ds quantifies the material diffusion coefficient within the
saturated mixture at the droplet surface.
The saturated fuel vapor concentration YFs is calculated from the molec-
ular masses of the pure carrier phase gas mc and the saturated gas vapor
mixture ms where pc is the carrier phase pressure and ps is the satu-
ration pressure according to the Clausius-Clapeyron equation (latent
heat ∆hv, gas constant of saturated mixture Rs).

YFs =
psms

psms +(pc − ps)mc
and ps = pre f · exp

{
∆hv

Rs

(
1

Tre f
− 1

Tl

)}
(3.17)

The evaporating fuel mass flow rate at the surface of an isolated droplet
is

Γ(evap)
iso = −ρp

∂ (π
6 D3

p)
∂ t

=
π
4

ρp Dp βSpald (3.18)
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3 Dispersed two-phase flow analysis

so that the total evaporating mass flow rate of np particles per unit
volume is simply

Γ(evap) = np
π
4

ρp Dp βSpald . (3.19)

The characteristic time for the evaporation process is the droplet life
time

T
(c)

evap =
D2

p,0

βSpald
=

ρp D2
p,0

8 ρs,c Ds ln(1+BM)
. (3.20)

Note that the characteristic time needed for a droplet to reach the equi-
librium temperature is of the order T

(c)
heatup = O(ρlClD2

p/λl). Gener-
ally it may be estimated [116] that

T
(c)

heatup

T
(c)

evap

= 2
λc

λp

Cv,c

Cp
ln(1+BM) � 1 (3.21)

so that from the energy flux equilibrium at the saturated droplet surface
( ∂Ts

∂ t = 0), the so called adiabatic “wet bulb” temperature T (wb) may be
quantified

T (wb) = T∞ − ∆hv

Cv,c
BM . (3.22)

Drag

If the particle surface velocity differs from the carrier phase velocity
in the vicinity of the droplet, a boundary layer is formed at the particle
surface, which results in shear forces tangential to the particle surface
and momentum is exchanged between both phases. Additionally if the
carrier phase is considered compressible, a local pressure maximum
ahead of the particle and a local pressure minimum in the rear of the
particle is formed. The surface integral of the carrier phase fluid forces
acting on the particle surface may be represented by a net drag force
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3.1 Two-phase flow description

FD. If the particle surface is not spatially resolved (which is typically
the case when applying the above mentioned point particle description
of the dispersed phase), the net drag force

FD =
1
2

ρc CD Ap |up −uc| (up −uc) (3.23)

is estimated from experimental correlations incorporating e.g. a drag
coefficient

CD =
FD

1
2 ρc u2

slip Ap
(3.24)

which relates the effective drag force FD acting on the particle to
the dynamic pressure pdyn = 1

2 ρc uslip Ap with the projected particle
surface Ap = π D2

p/4.
Stokes found that for creeping flow (Rep < 1), CD = Rep/24. Schiller
and Naumann [107] introduced the correlation correction factor fSN

CD =
Rep

24
fSN with fSN = 1+0.15 Rep

0.687 . (3.25)

From the net drag on an isolated (spherical) particle

F
(iso)
D = 3πµc Dp fSN (up −uc) (3.26)

the total drag force per unit volume may be calculated (with the parti-
cle number density np and the particle mass per unit volume mp)

FD = np F
(iso)
D = mp

18 µ f fSN

ρp D2
p

(up −uc) . (3.27)

The fraction in equation (3.27) characterizes a relaxation time

τp =
ρp D2

p

18 µc fSN
(3.28)
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3 Dispersed two-phase flow analysis

for the relaxation of the velocity of an isolated particle in an undis-
turbed carrier phase environment

∂up

∂ t
=

1
τp

(uc −up) . (3.29)

Turbulent dispersion

Turbulent fluctuations within the carrier phase cause small perturba-
tions to the individual particle paths. As a consequence, sharp gradi-
ents in the dispersed phase concentration profile relax due to a mean
(turbulent) diffusion flux.
In the present CFD model, this effect is modeled based on the Favre
averaged inter-phase drag force [24] and depends on the momentum
transfer (drag) coefficient CD and the turbulent carrier phase Schmidt
number Scc

F
(T D)
D = CD

νc

Scc

(
∇αp

αp
− ∇αc

αc

)
. (3.30)

Viscosity

Based on kinetic theory for ideal gases it may be derived [8] that the
dynamic viscosity of an ideal gas

µ =
1
3

λ c m n (3.31)

is dependent on the molecule mass m, the molecular number density
n, the mean free path between molecules λ and the velocity c char-
acterizing the kinetic energy of the molecules‡. With increasing gas
pressure, the mean free path λ decreases while the molecular number

‡ Likewise, the thermal conductivity

κth =
1
3

λ c Cv [A] (3.32)
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3.1 Two-phase flow description

density n increases

λ ∼ 1
p

and n ∼ p . (3.34)

As a consequence, the dynamic viscosity is independent of density to
first order of accuracy [27]. By contrast, the mean kinetic energy and
thus the dynamic viscosity is proportional to the gas temperature

µ ∼ T 1/2 (3.35)

which may also be obtained from the Sutherland formula

µ
µ0

=
T0 +C
T +C

(
T
T0

) 3
2

(3.36)

with the gas specific Sutherland constant C (which for air approxi-
mately is C = 120K).

3.1.4 CFD setup

The CFD model is validated based on measurements of the cold flow
only so that the effect of evaporation is not included in the present
CFD model.
Spatial velocity gradients in the vicinity of the dense spray are to be
resolved so that consequentially a comparatively fine grid resolution is
chosen. Because of the effects related to the statistical description of
the Lagrangian dispersed phase description discussed in section 2.3,
results from the Eulerian (two-fluid) method are predominantly pre-

depends on the heat capacity Cv and the molecular concentration [A]. In a similar
fashion, the mass diffusivity

D =
1
3

λ c (3.33)

is obtained.
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3 Dispersed two-phase flow analysis

sented in this section.
The standard Schiller-Naumann drag law [107] is applied. The shear
stress transport model [88] is adopted to the carrier phase while the
dispersed phase continuum is modeled to be laminar. The effect of
turbulent fluctuations within the carrier phase on the mean transport
of dispersed phase is neglected here§.

Numerical settings

Because of the circumferential symmetry of the injector design, only
a circumferential section of the full geometry is resolved. In compari-
son to the penetration length which is reached by the dispersed phase
during injection, a large (cylindrical) geometry is assigned as glob-

Figure 3.2: 2D axis-symmetric mesh topology

§ The inclusion of turbulence effects acting on the dispersed phase – both the
application of a dispersed phase turbulence model as well as a dispersed phase
source term due to turbulent fluctuations within the carrier phase – is assessed in
appendix 3.2.2.
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3.1 Two-phase flow description

ally bounding geometry (figure 3.2) so that an interaction between the
chamber walls and the spray may be neglected.

Based on the Courant-Friedrichs-Levy criterion [63]

(∆t)CFL = CFL
(∆x)min

cs
, (3.37)

a time step for the baseline mesh quality of ∆t = 10−6 s is chosen.

Boundary and initial conditions

The CFD investigation is carried out using the commercially available
CFD code Ansys CFX [5]. The applied numerical settings are listed
in table 3.1.

Within the domain, the minimum volume fractions are α(min)
p = 10−9

for the dispersed phase and α(min)
c = 10−3 for the carrier phase respec-

tively.

One major challenge in the context of CFD investigations is to pre-
scribe adequate boundary conditions for the dispersed phase. Mea-
surements of the particle characteristics (diameter and velocity) within
the dense spray close to the injector are difficult to obtain and espe-
cially the overall effect of breakup in a dense spray environment (four-
way coupling, see sec. 2.1) is not fully understood and subject to cur-
rent research. For this reason, the application of a breakup model is

Continuous Dispersed
Volume fraction – (1−10−9) 10−9

Velocity m/s 0 0
Temperature K 300 300
Turbulence degree – 5% −

Table 3.1: Initial conditions
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3 Dispersed two-phase flow analysis

discarded here and a representative mean droplet diameter is applied.
For an approximate estimation of the droplet size distribution, the
Malvern technique [82] yields reliable results up to certain maximum
droplet number concentrations (maximum liquid volume fractions).
For this reason, the droplet size spectrum close to the injector exit in
general may not be measured. Only the size distribution at a location
further downstream is accessible.
For a steady state operating condition (injection pressure pin j =180bar
and maximum injector opening), the particle size distribution of the
modeled injector was measured at a distance 75 mm along injector
axis [35]. Figure 3.3 shows the resulting discrete normalized dis-
tribution representing the normalized volume fraction of the corre-
sponding size class (from here onwards referred to as the volume fre-
quency [34]).
Particles of diameters between 10 and 20µm represent approximately
60% of the liquid volume. About 15% of the liquid volume consists
of particles larger than 20µm and consequently about 20% of the liq-
uid volume is composed of particles of diameter smaller than 10µm.

The second major input parameter to the CFD model is the velocity at
which the liquid phase exits the injector outlet. Experimentally, this
velocity may be evaluated from photographic images taken at the very
beginning of the injection process (shortly after the injector opens). By
contrast, it may not be measured when the injector is fully opened: At
this flow condition, only the apparent spray front velocity is accessible
from data obtained through photography.
The injector exit velocity may be approximated from the static mass
flow rate ṁin j which is supplied to the injector. Conservation of mass
then yields (liquid density ρl , injector exit velocity vin j)

ṁin j = ρp Ain j vin j. (3.38)

In general, the effective cross section Ain j is smaller than the geomet-
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3.1 Two-phase flow description

ric cross section defined by the injector design. An outward opening
injector is designed to inject the liquid as a liquid film. Due to the op-
erating conditions (especially for small needle lifts and high injection
pressures), the structure of the liquid phase close to the injector exit
may differ considerably from a smooth liquid film. As a consequence
of the injector internal flow and depending on the actual operating
condition, the film is already heavily disturbed. Possible reasons are:

• separation of the injector internal flow from the injector walls
and consequential formation of vortices rotating around an axis
parallel to the main flow direction

• operation with gasoline: cavitation of light composites

Photographic images indeed suggest that such streaks are present de-
pending on the operation condition.
To assume the effective cross section to be equal to the geometric cross
section (Ain j = Ageo) thus yields an lower bound for the injector exit

Figure 3.3: Particle diameter distribution, cumulated volume fraction (left
axis, continuous line), volume frequency per particle size class
(right axis, discrete bars) [35]
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3 Dispersed two-phase flow analysis

Fuel density kg/m3 765
Mass flow rate kg/s 29 ·10−3

Injection velocity m/s 200
Droplet diameter m 15 ·10−6

Table 3.2: Injection boundary condition

velocity.
On the other hand, the theoretical maximum velocity is obtained from
the Bernoulli relation

p0 = pc +
1
2

ρp v2
in j, (3.39)

where p0 and pc are the static pressures in the injector reservoir and
the pressure chamber into which the liquid is injected.
For the condition of maximum mass flow rate (p0 = 180bar, pc = 15bar,
and maximum opening of 21 µm), the real mean velocity at the injec-
tor exit is bounded between

(Continuity) 165 m/s < vin j < 207 m/s (Bernoulli) . (3.40)

Figure 3.4: Injection profile
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3.1 Two-phase flow description

Based on the preceding assessment, the representative droplet diame-
ter and injection velocity assigned to the dispersed phase are Dp = 15µm
and vin j = 200m/s unless indicated otherwise.

The mean mass flow rate through the injector is measured at steady
state operating conditions. After “start of injection” (SOI), the injec-
tion profiles of both mass flow rate as well as injection velocity are
modeled to increase linearly until the corresponding maximum values
are reached within 0.1ms. The injector driver signal (“pulse width”
PW) causing the opening of the injector is 0.5ms long. After this
time, the injection is assumed to close in a similar fashion to the open-
ing event, i.e. linearly within 0.1ms.
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3 Dispersed two-phase flow analysis

3.2 Hollow cone injection induced two-phase flow

A CFD model of the hollow cone spray is employed in order to char-
acterize the injection induced two-phase flow. On the basis of carrier
phase velocity fields measured by means of PIV (section 3.2.1), exem-
plary results from the CFD model validation are given in section 3.2.2.
The results from CFD investigation (subsequent sections) then focus
on the characterization of the inter-phase momentum exchange and
the injection induced carrier phase flow.

3.2.1 Experimental data

The most reliable way of validation of CFD models is to compare the
solution to experimental data. The range of methods to generate data
from experiments is discussed in the methodology section (section 2).
For the present investigation, the carrier phase velocity field is com-
pared to measurements applying particle image velocimetry (PIV).

Experimental data overview

This investigation utilizes data obtained from PIV measurements per-
formed by Prosperi [97] on a constant pressure chamber. Different
carrier phase pressures are investigated while the carrier phase tem-
perature was set constant (Tg = 300K) ¶. The focus of the CFD inves-
tigation lies on comparatively short injection times to that only data
resulting from injection pulse widths of 0.5ms is considered. For the

¶ For the mentioned measurement campaign, the focus lay on the interaction of
the dispersed phase with “pure” air. Evaporation of liquid phase and the formation
of air-fuel vapour mixture was deliberately suppressed. For this as well as for safety
reasons, the experiments presented in the subsequent sections were carried out with
a gas called CF4 which yields a larger density. The pressures referred to in this
section (e.g. in table 3.3) indicate pressures air exhibits if charged to the density (and
temperature) level at which the experiments with CF4 are carried out.
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3.2 Hollow cone injection induced two-phase flow

validation process, only statistical averages of the velocity are com-
pared (i.e. turbulent fluctuations are not evaluated).

Particle image velocimetry

The particle image velocimetry (PIV) measurement technique pro-
vides access to carrier phase velocity fields by tracking the path of
tracer particles through a plane which is defined by a laser sheet [34].
The tracer particles are considered to be very small so that their re-
sponse time to alterations in the carrier flow field may be considered
to tend towards zero (i.e. their Stokes number tends towards zero).
If a tracer particle is located in the influence zone of the laser sheet,
its surface reflects light. The reflections are recorded by a CCD cam-
era with a fast exposure time at two consecutive times. The exposure
time has to be much shorter than the characteristic time of the flow
that is to be investigated. With the help of special software analyzing
the digital data, the positions of individual particles are identified and
allocated to one another on both images. Measuring the distance ∆xp

one particle has traveled during the time span ∆t between two subse-
quent exposures, the (mean) velocity of the particle at the investigated
time (span) may be calculated (vp = ∆xp/∆t). In the process of ob-
taining PIV data, multiple samples of the flow field tracer particles
are recorded at a certain location area and during a certain time span.
From this magnitude of data, both mean and fluctuating components
of the velocity may be extracted.

Performing PIV measurements of the carrier phase during an injec-

pg Tg PW min j t
6, 10, and 20bar 300K 0.5ms 14.5mg 0.3, 0.5, 0.8, and 1.0ms

Table 3.3: Operating conditions of PIV measurement data utilized for CFD
model validation [97]

59



3 Dispersed two-phase flow analysis

tion process requires additional care: Due to the presence of liquid
phase, the velocity field may not be measured at every location for
two reasons: First, the intensity of the laser sheet may locally reduce
to a level which does not produce a reliable signal intensity of the re-
flected light. Also, the intensity of the reflected light at the location of
the CCD camera might fall below a certain limit due to the presence
of liquid phase. Another effect special to PIV in gas-liquid flows is the
fact that tracer particles may be attached to liquid phase elements dur-
ing the injection process. In this case, obviously, the dispersed phase
velocity is measured and not the carrier phase velocity in the vicinity
of those elements.
For these reasons, the PIV data is revised while recording by the mea-
surement software. Because the elemination of local velocity vectors
was conducted in a less stringent manner originally, the data delivered
by the measurement is still spurious to some extent due to the presence
of not negligible concentrations of dispersed phase, especially close to
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Figure 3.5: Carrier phase velocity gradient magnitude from experiment and
prescribed filter contour, pgas = 10bar, t = 0.5ms
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3.2 Hollow cone injection induced two-phase flow

the spray front region, where unphysical structures of the velocity pro-
files (high velocity gradients) were recorded. So for the present com-
parison, an additional revision of the PIV data was carried out based
on the gray level of a corresponding Mie scattering image. From the
Mie intensity isoline (figure 3.5), a convex structure is identified as the
front of the dense spray zone.

Representation in conical coordinates

The usage of cone specific coordinates ξ and η (see section 2.4.1 and
figure on page 61) is introduced in detail in appendix A. In order to
shortly revise the data representation in conical coordinates, figure 3.6
displays normalized velocity vector fields from both experiment (on
the left) and simulation (on the right). In the top row figures, the y-
axis coincides with the injector axis where y = 0-line cuts the injector
outlet at x ≈ 2.1mm. The diagonal dash-dotted line indicates the (pre-
sumed) dispersed phase cone jet center line.
In cone coordinates (bottom row figures), the ξ -axis corresponds to
the spray cone center line and η is the coordinate normal to ξ . Pos-
itive values of η indicate the region outside and negative values the
inside of the hollow cone. The diagonal dashed line now indicates the
injector axis. In the following, conical coordinates are used, except
indicated otherwise.

From figure 3.6 it becomes evident that the PIV measurement of the
injection process only allows to access the carrier phase velocity field
at locations comparatively far away from the dense spray zones (left
hand side figures). Moreover, the velocity information in the region
close to the injector outlet at (ξ = 0, η = 0) is considered to be not
reliable for η ≤ 0 since at the displayed instant in time, liquid is still
injected at full flow rate so that a good quality of the laser signal is not
to be expected in this region (which is also supported by the fact that
the experimental data does not yield a predominant flow direction in
this region).
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3 Dispersed two-phase flow analysis

By contrast, detailed information on the flow behavior close to and
inside the dense spray zone and consequently on the boundary con-
ditions for the dispersed phase dynamics may be obtained form the
validated CFD model (e.g. the right hand side plots in figure 3.6).

3.2.2 CFD model validation

Before the results of the CFD analysis are utilized for modeling pur-
poses, the reliability of the solution has to be evaluated: The CFD
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Figure 3.6: Comparison of carrier phase velocity fields, pgas = 10bar,
t = 0.5ms, velocity vector fields; cylinder coordinates (top),
cone coordinates (bottom)
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3.2 Hollow cone injection induced two-phase flow

model has to be validated. The validation procedure has two main
objectives: First, elements of the results obtained from CFD have to
compare to data obtained in an alternate way – e.g. by means of an
experiment (level of accuracy of the solution). Secondly, the response
of the model to alterations in the input parameters has to be evaluated
(robustness of the solution). For both validation criteria, levels of the
desired solution quality have to be defined.

The experimental (PIV) data listed in table 3.3 is used for validation
in two ways:
Because the spacial distribution of carrier phase momentum (or veloc-
ity) and its development over time characterizes the volume of carrier
phase which is affected by the injection process, the comparison of
the gas phase velocity field is applied as the primary indicator for the
quality of the CFD model.
Since preceding the comparison, a spray front is identified from the
PIV measurements (see figure 3.5), a penetration length of the dis-
persed phase into the pressure chamber may be compared.

As discussed in the methodology section, the focus of the CFD investi-
gation lies on the usage of the Eulerian representation of the dispersed
phase. Therefore, only results from this setup are presented here in
order to quantitatively verify the injection induced carrier phase ve-
locity field (accuracy validation). The sensitivity of the CFD solution
to an altered dispersed phase representation (namely the Lagrangian
formulation) and to changes in numerical parameters is examined in
the subsequent sections (robustness validation).

Carrier phase velocity fields

In general, the comparison of experimental and simulated velocity
data reveals a satisfactory quality of the CFD model. This impression
is amplified by identical locations of the displayed vectors in both plots
and their normalized representation. Because of this and the complex-
ity of the vector data representation mentioned above, the two velocity
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3 Dispersed two-phase flow analysis

components are compared individually from here onwards.

The grid resolution of the simulation is orders of magnitude higher
than the spatial resolution of the PIV measurement. Therefore the ve-
locity resulting from CFD is examined at the locations where experi-
mental data are available. (The high grid resolution of the CFD model
makes an interpolation superfluous – the data is simply copied from
the nearest neighbor location.) Isolines of velocity component mag-
nitudes are depicted in figure 3.7. In order to emphasize the distance
from the injector outlet into the pressure chamber along the main flow
direction ξ at which carrier phase is set into motion due to the injec-
tion, the corresponding figures obtained from experiment and simula-
tion are placed above each other.
The contours of the streamwise velocity component u (positive along
the main flow direction ξ ) as well as the cross-stream velocity compo-
nent v (positive along the coordinate η normal to the main flow direc-
tion) both exhibit a comparatively good agreement. The four explicitly
labeled contours u = −3m/s, u = 1m/s, v = −5m/s, and v = 1m/s
indicate that approximately the same volume of carrier phase mass is
set into motion due to the injection process – both measured along and
normal to the main injection direction. (Note that the straight diagonal
lines in the figures resulting from the experiment do not indicate a flow
pattern but stem from the choice of the measurement plane boundary.)

In summary, the temporal development both during (at 0.3 and 0.5ms)
and after injection (at 0.8 and 1.0ms) match well over the whole cham-
ber pressure range investigated here. Recall that two-phase flow sen-
sitive input parameters to the CFD model such as particle diameter
and maximum injection velocity are kept constant for varying time
and chamber pressure. This result supports the reasoning presented
in the context of the methodology section: To first order of accuracy,
the superimposing effects of poly-dispersion, particle breakup and co-
alescence in volumes with high particle loading, and segregation of
different size particles due to interaction with the (locally constant)
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3.2 Hollow cone injection induced two-phase flow

carrier phase velocity are negligible when studying the mean carrier
phase flow field induced by the injection.

Spray penetration depth

A more compact representation of the CFD model accuracy based on
experimental results is to investigate more integral flow quantities. For
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Figure 3.7: Comparison of carrier phase velocity fields, pgas = 10bar,
t = 0.5ms; results from experiment (top) [97] and CFD (bot-
tom), streamwise velocity u (left) and cross-stream velocity v
(right). In each plot one negative and one positive level is la-
beled – the contour line in between those levels corresponds to
the zero level.

65



3 Dispersed two-phase flow analysis

injection processes, the penetration depth of liquid phase and its tem-
poral development is of special interest. It determines the carrier phase
volume affected due to the injection process in two ways: First, with
the penetration depth – the maximum distance of dispersed phase el-
ements from the injector outlet along the main injection direction –
obviously also the volume of carrier phase mass, which is directly in-
fluenced by the presence of dispersed phase, increases (as long as the
carrier phase volume is a simply connected volume, i.e. the dispersed
phase concentration distribution in space does not yield any carrier
phase inclusions). In a similar fashion, more carrier phase volume is
affected normal to the main injection direction (e.g. by shearing forces
and consequential vortex formation) if the corresponding penetration
depth is reached at earlier times.

The penetration depth s in figure 3.8 resulting from the PIV data is ob-
tained by extracting a convex spray contour according to figure 3.5 and
measuring its maximum distance from the origin (ξ = 0, η = 0). The
corresponding values originating from simulation are obtained from
the concentration contour of the dispersed phase volume fraction level
αp = 0.01 (see e.g. the left plot in figure 3.10).
As suggested by the streamwise location of the carrier phase velocity
components, also the inducing dispersed phase concentration distribu-
tion and respectively its maximum distance from the injection outlet
(penetration depth) correspond well with experimental data.

Sensitivity analysis

The sensitivity of the CFD model to changes of

• the dispersed phase representation,

• turbulence effects,

• numerical parameters (such as the resolution of the numerical
grid and the temporal integration time step), as well as
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Figure 3.8: Comparison of spray front penetration depth ξ at 6 (left), 10
(middle), and 20bar chamber pressure (right)

• physical parameter (such as the mean droplet diameter and the
mean injection velocity)

was assessed.

Because of their principal differences, the CFD solution of the two-
phase flow induced by the hollow cone injection yields differences
when the mathematical description of the dispersed phase is altered:
The cross-stream width of the dispersed phase volume fraction field is
more slender when the Lagrangian description is applied. The diffu-
sive term in the Eulerian momentum equation (3.13) causes the dis-
persed phase volume fraction field to take on broader shapes than
the Lagrangian results. The consequentially broader boundary layer
thickness of the carrier phase jet causes smaller magnitudes of shear
stresses, so that larger magnitudes of streamwise carrier phase veloc-
ity are obtained.
Because the total momentum (which is supplied to the flow domain
by the injection boundary condition) needs to be conserved within the
flow domain, increased carrier phase velocities correspond to smaller
penetration depths of the dispersed phase mass: The total momentum
carried by the carrier phase increases, while the total dispersed phase
momentum within the flow domain decreases. Consequentially, the
smaller velocity magnitudes resulting from the Lagrangian dispersed
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3 Dispersed two-phase flow analysis

phase representation correspond to a larger penetration depth of the
liquid jet and vice versa.

The standard model coefficients of the carrier phase turbulence model
were not changed in this investigation.
The application of a turbulent dispersion force generally leads to broader
cross-stream profiles of the dispersed phase mass. As a consequence,
the dispersed phase interacts with a larger volume (i.e. a larger amount
of mass) of carrier phase and the penetration depth of the liquid jet
decreases. The strong influence of this model indicates that the cali-
bration of this sub-model is critical to the overall performance of the
two-phase flow CFD model. Because the data available for the cal-
ibration of a mean turbulent dispersion force (both experimental and
numerical) is limited in the case of a transient hollow cone flow re-
sulting from high pressure injection as investigated here, the turbulent
dispersion force model is omitted in the quantitative description pre-
sented in the remainder of section 3.2.
The presence of particles of finite Stokes number introduces additional
disturbances to the carrier phase flow and thereby enhances the inten-
sity of its turbulent fluctuations. The influence of a turbulence en-
hancement model [104] was found to be of minor influence in the con-
text of the hollow cone injection. The production of turbulent kinetic
energy, which is proportial to the square of the cross-stream velocity
gradients within the carrier phase, exhibits much larger magnitudes
than the turbulence enhancement source term which is proportional to
the slip velocity.

Both the spatial and temporal resolution sensitivity was investigated.
With increasing mesh quality, additional small scale vortex structures
become visible as expected.
At the highest investigated spatial resolution, especially the Eulerian
representation of the dispersed phase causes small scale artifacts in the
dispersed phase volume fraction field, which are not physically plau-
sible.

68



3.2 Hollow cone injection induced two-phase flow

An important result from the sensitivity analysis of the mesh quality is
that – for the set of investigated mesh qualities – the penetration depth
of the dispersed phase jet is approximately independent from the reso-
lution of the numerical grid: In the context of the Lagrangian descrip-
tion, increased dispersed phase volume fractions occur when the mesh
quality is increased. But the cumulative effect of increased dispersed
phase volume fractions on the local drag force does not change the
global penetration depth. The cross-stream profiles of the dispersed
phase volume fraction field resulting from the Eulerian description are
more slender in shape when the mesh quality is increased while like
in the Lagrangian case, the global penetration depth does not change
with varying mesh quality. This result indicates that cross-stream gra-
dients are sufficiently resolved even when the nominal mesh quality is
decreased.

The CFD model result responds in a robust manner to variations in
time step size which suggests that the chosen time step based on the
CFL criterion at the injection boundary condition sufficiently resolves
the flow dynamics.

The number of computational parcels employed for the Lagrangian
description does not influence the global penetration behavior. When
more computational parcels are tracked, slight differences in the front
region of the two-phase jet may be observed.

Because of the square dependence of the drag force on the particle
diameter, the flow solution responds rather sensitive to variations in
particle diameter. The sensitivity of the flow to variations in the mo-
mentum which is supplied by the injection boundary condition (injec-
tion velocity) is found to have less influence than the particle diameter.
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3 Dispersed two-phase flow analysis

3.2.3 Inter-phase momentum exchange

The penetration behavior of the dispersed phase mass into the carrier
phase environment depends on the momentum which is introduced
to the flow via the boundary condition, i.e. the mass and momentum
fluxes supplied by the injector. However with increasing distance from
the injector outlet, the link between the momentum flux supplied at
the boundary and the penetration behavior of the spray front within
the domain becomes weaker. In the later flow condition, initial slip
velocities have relaxed and secondary effects like the injection induced
carrier phase flow dominate the propagation of the dispersed liquid.

One example for a two-phase flow condition which is primarily dom-
inated by the injection boundary condition is the penetration behavior
of an isolated particle into a gaseous carrier phase. With the defini-
tion of the particle relaxation time τp according to equation (3.28), the
differential equation for the particle velocity (3.29) may be solved an-
alytically to obtain the path of an isolated particle. If the carrier phase
flow is not confined – i.e. a large carrier phase reservoir exists around
the isolated particle – the carrier phase flow may be assumed to be not
influenced by the presence of an isolated particle (one-way coupling,
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Figure 3.9: Isolated particle velocities (left) and particle paths (right) for dif-
ferent levels of gas pressure
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3.2 Hollow cone injection induced two-phase flow

∂uc
∂ t = 0). Then the particle velocity is

up(t) = u(0)
p e−t/τp (3.41)

and the particle path is described by

xp(t) = u(0)
p τp

(
1− e−t/τp

)
. (3.42)

For the injection boundary conditions listed in table 3.2 (page 56), the
analytical solution of isolated particle paths is presented in figure 3.9
for different values of gas pressure. An increased gas density (pres-
sure) results in a faster decrease in particle velocity and consequen-
tially a smaller penetration depth.
The comparison of individual particle paths with the penetration be-
havior of the spray front presented in figure 3.8 again illustrates that
the movement of individual particles differs considerably from the dy-
namics within and at the front of a particle cloud: While individual
particles initially travel at large velocities, they loose their momentum
within a comparatively short distance from the injection outlet and
yield a smaller penetration length than a spray front (cyclist effect).
The additional mechanisms occurring due to the injection of a dense
particle cloud and due to the hollow cone geometry are discussed in
detail in the methodology section (section 2.4). The two main aspects
are:

• High dispersed phase volume fractions cause two-way coupling
and the formation of a carrier phase boundary layer.

• Due to the hollow cone geometry, the carrier phase (boundary
layer) flow is not symmetrical with respect to the dense spray
sheet.

The momentum exchange between the gaseous carrier phase and the
dispersed liquid is crucial for the estimation of the penetration behav-
ior of the hollow cone spray into the gas phase. In order to model the
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3 Dispersed two-phase flow analysis

inter-phase exchange of momentum in an integral manner (see sec-
tion 4), the evolution of the hollow cone spray in time and space has
to be characterized. This characterization is presented in this section
and answers the following guiding questions:

• How does the injection induced carrier phase boundary layer
influence the penetration of dispersed phase into the gas phase
(two-phase jet dynamics)?

• What is the effect of the non-symmetry on the hollow cone struc-
ture within the flow domain?

The characterization in this section is presented on the basis of sample
results from the CFD model. Only results from the Eulerian dispersed
phase representation are presented. A short summary is given at the
end of the section.

Momentum exchange mechanism

The computed density fields of both dispersed phase volume fraction
and streamwise momentum corresponding to a flow state during in-
jection are presented in figure 3.10. Much like the volume density

αp (αp ρp up)

Figure 3.10: Dispersed phase volume fraction (left) and streamwise momen-
tum (right); pgas = 10bar, t = 0.5ms
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field, the dispersed phase streamwise momentum density is highest in
magnitude close to the injection outlet and decreases with increasing
penetration depth (which in terms of conservation equations is due to
the radial terms in equations (2.3) for mass and (2.4) for momentum).
Because momentum is transfered from the dispersed towards the car-
rier phase, the velocity of the particles decreases with increasing dis-
tance from the injection outlet. As a consequence, dispersed phase
mass and momentum accumulates within the flow domain. Because
the injection boundary condition only introduces streamwise momen-
tum to the system, the redirection of dispersed phase mass normal to
the injection direction at the streamwise position around ξ = 12mm
needs to be caused by the injection induced cross-stream movement of
the carrier phase.

How is the cross-stream flux component of dispersed phase mass in
the direction away from the hollow cone symmetry line η = 0 gener-
ated?
The carrier phase in the direct vicinity of the dense dispersed phase re-
gion (at η ≈ 0 and especially close to the injection outlet) is strongly
accelerated by the injected liquid. Due to the high bulk material den-
sity ratio (ρ p/ρc � 1), the initially quiescent gas should be accel-
erated almost instantaneously to the dispersed phase velocity (initial
slip velocities should reduce almost instantaneously). This is not the
case even when the flow is in equilibrium conditions such as at the
time 0.5ms after begin of injection in the region close to the injec-
tor (figure 3.11). Instead, a non-negligible amount of slip velocity is
maintained within the flow domain: Between the first two streamwise
positions (at ξ = 3 and ξ = 6mm), the maximum streamwise slip ve-
locity even rises with increasing streamwise position.
High slip velocities are maintained within the flow domain because
adjacent to the dense spray regions, a carrier phase boundary layer
is induced. Opposed to single phase jet profiles, the streamwise car-
rier phase velocity (figure 3.12) does not yield an s-shape profile in
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3 Dispersed two-phase flow analysis

either direction from the jet center position (the location where the
maximum velocity is reached). By contrast, the profile – especially at
ξ = 3mm – exposes more similarity with a “moving wall” boundary
layer where the center velocity is imposed by the no-slip condition at
the wall. The consequential shear stresses counteract the acceleration
of gas phase mass due to drag. Also, the (limited) acceleration of car-
rier phase mass induced by drag causes entrainment towards the dense
spray zone. In order to emphasize the fact that this entraining mass
flux stems from drag with the injected liquid, it is referred to as excess
entrainment. This drag induced entrainment again leads to smaller
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Figure 3.11: Slip velocity uslip = up−uc, streamwise (top) and cross-stream
components (bottom); pgas = 10bar, t = 0.5ms
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3.2 Hollow cone injection induced two-phase flow

widths of the boundary layer profiles.
The resulting forces of drag and shear locally form an equilibrium. It
determines the locally maintained slip velocity and thus the amount of
momentum which is transferred between both phases.
To first order of accuracy, the diffusive transport of carrier phase mo-
mentum away from the dense spray zone depends only on the cross-
stream velocity gradient and is independent from the size of the area
normal to the diffusion flux (here the area of the hollow cone sheet).
Because outside of the hollow cone sheet, a larger area is available for
both diffusion and entrainment, also a larger amount of carrier phase
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Figure 3.12: Carrier phase velocity, streamwise (top) and cross-stream com-
ponents (bottom); pgas = 10bar, t = 0.5ms
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mass is affected by the two-phase jet at the outside of the hollow cone
sheet. As a consequence, the larger portion of gas phase mass which
is entrained into the two-phase jet due to drag stems from the outside
of the hollow cone. The thereby induced larger carrier phase momen-
tum flux towards the dense spray zone from the outside of the hollow
cone redirects both the carrier phase boundary layer and the dispersed
phase mass towards the inside of the hollow cone (figure 3.10). This
gives the reason for the non-symmetry of the hollow cone two-phase
flow with respect to the hollow cone sheet.

In general, the dispersed phase mass and momentum density profiles
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are more slender than the ones of the carrier phase. Nevertheless,
also the dispersed phase cross-stream profiles become broader with in-
creasing penetration due to momentum diffusion (figure 3.10). Conse-
quentially, the cross-stream width which is occupied by high dispersed
phase momentum densities and which is available for inter-phase mo-
mentum exchange increases with increasing penetration depth. Within
broader dense spray zones, also higher maximum streamwise slip ve-
locities occur (figure 3.11) and as a consequence, drag forces of higher
magnitude are exchanged (3.13 at ξ = 6 versus ξ = 3mm).
From figure 3.13, the dominance of the injection direction is clearly
visible at the first two streamwise positions: The streamwise drag
force component is one order of magnitude higher than its cross-stream
component. At ξ = 12mm by contrast, both components are of the
same order of magnitude. This indicates that from this position on-
wards in the downstream direction, the two-phase jet may be char-
acterized as a homogeneous mixture with regards to the momentum
equation. The kinematic mixture property of the downstream flow is
also supported by the face that the streamwise carrier phase velocity
profile displays a typical jet shape, which is not deformed by injection
induced drag.

Temporal evolution

In order to characterize the temporal evolution of the inter-phase mo-
mentum exchange in more detail, profiles extracted from the presumed
spray center line (η = 0) at two instances in time t = 0.3 and t = 0.5ms
are investigated.
The almost identical profiles indicate that the flow is in a steady state
condition while the injection is in progress (figure 3.14). The dis-
persed phase momentum maintained within the domain decreases with
increasing distance from the momentum supply position (the injector
exit). The intermediate drop of the dispersed phase velocity (e.g. for
8 < ξ < 11mm at t = 0.5ms) and the subsequent rise of the carrier
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3 Dispersed two-phase flow analysis

phase velocity at the centerline are caused by the redirection of the jet
normal to the main injection direction due to the non-symmetrical en-
trainment (see the dispersed phase mass and momentum concentration
contours in figure 3.10).

Altogether, the dispersed phase centerline profiles exhibit a strong de-
crease in both momentum and velocity along the injection direction
close to the injection outlet. This is due to the radial widening of the
hollow cone. In spite of the injection induced carrier phase cross-flow
it may be concluded from figure 3.14 in combination with figure 3.10,
that the cross-stream maximum of the dispersed phase velocity adopts
a streamwise profile of the shape u(center)

p ∼ 1/ξ (which is in accor-
dance to the preliminary characterization in section 2.4).

In figure 3.15, the previously described dynamics of the inter-phase
momentum exchange is presented with the focus on the temporal de-
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Figure 3.14: Dispersed phase centerline profiles during injection; stream-
wise momentum density (ρ pup) (left) and streamwise veloc-
ity up(right); pgas = 10bar, t = 0.3ms (cont. line) and 0.5ms
(dashed line)
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3.2 Hollow cone injection induced two-phase flow
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nents v of dispersed (index “p”) and carrier phase (index “f”)
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3 Dispersed two-phase flow analysis

velopment: The velocities of both the dispersed and carrier phase
velocities as well as the slip velocity – the excess velocity of the
dispersed over the carrier phase’s – are displayed for two instances
in time during injection. In the region of high dispersed phase mo-
mentum density close to the injector (ξ < 6mm), a steady state is
reached already at t = 0.3ms. In spite of the high material density
ratio ρp/ρ f ≈ 100, the carrier phase close to the injector is not accel-
erated at once but a significant slip velocity (of about uslip = 80m/s
at an injection speed of uin j 200m/s) is maintained. The carrier phase
cross-stream velocity indicates a vortex which is induced by the injec-
tion process. The vortex center is redirected downstream. The induced
carrier phase vortex again causes the dispersed phase field to rotate.

Orders of magnitude

The drag force results from the inter-phase slip velocity. The resulting
acceleration of both phases depends on the respective bulk densities:
Due to its comparatively low bulk density, the gaseous carrier phase
experiences a larger acceleration within the dense spray zone than the
dispersed phase. The radial widening of the hollow cone jet with in-
creasing penetration depth leads to a decrease in mass and momentum
density of the dispersed phase. The deceleration of liquid phase due
to drag leads to a local accumulation of dispersed phase mass (and

Carrier- phase Dispersed phase
Equation stream- cross- stream- cross-
component wise stream wise stream
Bulk mass density O (ρu) = 3 O (ρv) =2 O (ρu) =4 O (ρv) =2
Streamwise mom. O

(
ρu2
)

=5 O (ρuv) =4 O
(
ρu2
)

=6 O (ρuv) =4
Cross-stream mom. O (ρuv) =4 O

(
ρv2
)

=4 O (ρuv) =4 O
(
ρv2
)

=4

Table 3.4: Mass and momentum bulk density fluxes during injection;
pgas = 10bar, t = 0.5ms; characteristic orders of magnitude
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3.2 Hollow cone injection induced two-phase flow

thus momentum) and thereby compensates the rarefaction due to the
radial widening: Even though spatially dispersed, the bulk momentum
density of the liquid droplets within the dense spray zone is one order
of magnitude higher than the carrier phase (bulk) density during the
forcing period (i.e. while injection proceeds, see table 3.4).
Also in preparation of the derivation of a simplified model for the hol-
low cone penetration behavior it is helpful to compare fluxes occuring
in the individual conservation equations of mass and momentum with
respect to their orders of magnitude. The overview over the fluxes of
mass and momentum equations is given in table 3.4. The comparison
reflects the dominance of the streamwise over the cross-stream com-
ponents and among them the dispersed phase over the carrier phase
fluxes: For example in the carrier phase streamwise momentum equa-
tion, the streamwise component (O

(
ρu2
)

= 5) dominates the cross-
stream component (O (ρuv) = 4).
By contrast, the fluxes of cross-stream momentum (last row in ta-
ble 3.4) are of the same order of magnitude for both phases and both
components.
The contributions of the gradients of the fluxes within the individual
conservation equations are contrasted in section 3.2.5.

3.2.4 Carrier phase transport

The injection of dispersed liquid into a gas pressure chamber consti-
tutes a spatially distributed source of momentum to the carrier phase
gas. Comparing the carrier phase velocity (figure 3.12) with its cor-
responding momentum distribution (figure 3.16) reveals that with re-
gards to the carrier phase, compressibility effects – both due to com-
pression of the carrier phase itself as well as due to bulk effects (carrier
phase mass rarefaction resulting from increased dispersed phase mass
concentration) – play a minor role in the present flow configuration.
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3 Dispersed two-phase flow analysis

Shear stresses

During injection, the acceleration of the carrier phase within the dense
spray zone is limited by the viscous momentum transport within the
gas phase (see e.g. figure 3.15). As a result, the cross-stream profiles
of the streamwise carrier phase momentum yield a “moving wall” type
shape close to the injector (e.g. at ξ = 3 and ξ = 6mm in figure 3.16).
This is explained in detail in section 3.2.3.

With regards to modeling, the dominant terms among the viscous ones
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Figure 3.16: Carrier phase momentum distribution

82
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Figure 3.17: Carrier phase viscous terms viscX1 (top), viscX2 (upper cen-
ter), viscX3 (lower center), and viscX4 (bottom); pgas = 10bar
and t = 0.5ms 83



3 Dispersed two-phase flow analysis

have to be determined. The preliminary assessment of the hollow cone
flow in section 2.4.1 revealed the term incorporating the second cross-
stream gradient ∂ 2(∗)

∂η2 to be dominant. For the streamwise carrier phase
momentum conservation equation, this corresponds to the term viscX3
( ∂ 2u f

∂η2 ) in figure 3.17 ‖. It is strong on either side of the jet in the re-
gion of massive carrier phase entrainment (e.g. in figure 3.17 at ξ = 3
mm and ξ = 6 mm). Second in magnitude is the term viscX2 due to
the first cross-stream gradient ∂u f

∂η . Due to the square exponent of the
radial distance from the symmetry axis (r = ξ sinθ +η cosθ ) in the
denominator of equations (2.4) and (2.5), the fourth viscous term in
general is negligible (except for locations very close to the symmetry
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Figure 3.18: Dispersed phase viscous term viscX3; pgas = 10bar and
t = 0.5ms

‖ Due to software restrictions, the terms are not obtained from the solver di-
rectly. Instead, the second order derivatives are recalculated by means of centered
finite differences of second order of accuracy mapping the unstructured data onto a
structured grid. The structured grid is of coarser quality than the unstructured grid so
that the magnitudes resulting from the finite differences depend on the structured grid
resolution. The magnitudes referenced in this section stem from a grid with spatial
resolution ∆x = 83µm.
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3.2 Hollow cone injection induced two-phase flow

axis).
In the context of the Eulerian continuum representation, a viscous mo-
mentum diffusion is assigned also to the dispersed phase. For the car-
rier phase state referred to in figure 3.17 (p = 10 bar, t = 0.5 ms), pro-
files of the the third viscous term of the dispersed phase are presented
in figure 3.18 in order to illustrate the volume affected by the dispersed
phase shear force during the injection process. The viscous terms of
the dispersed phase are larger in magnitude than those of the carrier
phase, but their profiles exhibit a more narrow cross-stream width.

85



3 Dispersed two-phase flow analysis

Vortex formation

The two-phase jet is spatially confined: Inside the hollow cone, the
flow is restricted by the injector symmetry axis. At the outside of the
hollow cone sheet, both the injector walls (in the region close to the
injection boundary condition) and the pressure chamber walls (at the
streamwise positions further away from the injector outlet) delimit the
two-phase flow induced by the injection. As a consequence, a back-
flow compensates downstream carrier phase movement in the dense
spray zone. Between the back-flow and the carrier phase boundary
layers on either side of the hollow cone sheet, carrier phase vortices
are induced. Due to the non-symmetrical carrier phase flow pattern,
the vortex structure is also non-symmetric with respect to the hollow
cone sheet.

The characterization of the carrier phase vortex structure is of multiple
importance: The location and strength of the shear induced vortices in-
fluence the carrier phase velocity as boundary condition to drag with
the dispersed phase elements and to possible breakup mechanisms due
to velocity differences between the two phases. The necessity of vor-
tex characterization becomes even more obvious when the evaporation
of the liquid phase is investigated: The convective transport of carrier
phase mass between the dense spray zone and the regions of fresh air
further away from the dense spray zone heavily influences the quality
of the local evaporation environment (gas composition) at the surface
of liquid phase elements. It thus dominates the diffusive transport of
heat towards and air-fuel mixture away from droplets positioned close
to vortices and thus accelerates the evaporation process.

The identification and characterization of a vortex is a challenging
task. Based on the field of carrier phase vorticity

ω = ∇×u (3.43)

(which in two dimensions is a scalar ω = ∂v
∂x − ∂u

∂y ), vorticity is induced
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3.2 Hollow cone injection induced two-phase flow

in shear layers. The local (macroscopic) accumulation of rotating fluid
elements (microscopic vorticity) leads to the formation of a vortex (if
the formation is not restricted, e.g. by the channel geometry in Couette
flow).

The vorticity field resulting from the present flow configuration ex-
hibits a rather complex structure (figure 3.19). On either side of the
dense spray zone, vortices are formed. Due to the continuing mo-
mentum supply within the dense spray zone during injection as well
as due to the carrier phase entrainment, vortices are strained in the
main injection direction. Due to the injection induced global down-
stream movement of the flow structure, also the vortices are redirected
downstream in the course of the injection. If a certain length of the
vortex (identified by the region of high vorticity concentration around
a point of maximum vorticity magnitude) is exceeded, the vortex sep-
arates into a part which travels further downstream and a part which
stays connected to the region of highest velocity gradients close to the
injector outlet.

Figure 3.19: Carrier phase vorticity field isolines and vortex contours;
pgas = 10bar and t = 0.5ms
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3 Dispersed two-phase flow analysis

In general it is not trivial to locate the position of a vortex. Reliable re-
sults have been obtained with vortex criteria like the Q-criterion [67]
(first introduced by [64]). Because in the present investigation, in-
formation about the rotational direction of the vortex movement is
sought, the intensity of local vorticity was adopted to quantitatively
describe vortex contours and the contained strength. In figure 3.19,
vortex contours are obtained by locating a local extremum of vorticity
(with a mathematically positive sense of rotation identified by a “+”
sign in a circle, and a negative sense of rotation indicated by an “x”
sign inside a circle). Two vortices on either side of the dense spray
zone are characterized where the indices “1” and “2” label the two
vortices outside the hollow cone and “3” and “4” identify the corre-
sponding vortices inside the hollow cone. From the extrema location, a
simply connected contour is defined to be bounded by elements which
still carry 40% of the extremal vorticity. This procedure in generally
leads to non-convex contour lines, especially close to the location of
momentum supply (the injection outlet) where the strong inter-phase
momentum exchange and the consequential shear and strong entrain-

Figure 3.20: Late carrier phase vortex system at t = 0.8ms and pgas = 10bar
(“vortex induced secondary jet”)
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3.2 Hollow cone injection induced two-phase flow

ing mass flux prevent the vortex fluid elements from rearranging in the
most compact form, namely a circular cross-section, corresponding to
a torus shape.

An elaborate characterization of the vortex system induced by the hol-
low cone injection has been conducted. The investigation reveals that
the vortex at the outside of the hollow cone at the downstream position
(number “2” in figure 3.19) exhibits the greatest cross-section. It ac-
quires a greater amount of rotational energy from the injection carrier
phase flow in the streamwise direction during injection than the other
vortices.

After end of injection, the total flow is dominated by the energy con-
tained in this vortex: Its (in figure 3.19 counter-clockwise) sense of
rotation causes vortex “1” to move in between the vortex pair originat-
ing from the inside of the hollow cone (figure 3.20). Each of the two
induced vortex pairs causes an ejection of material present between
each pair: A smaller ejection flow is caused in the original injection
direction while a stronger ejection flow is induced in the direction par-
allel to the injector axis. The later explains why in comparatively cold
conditions (limited evaporation), a cloud of liquid droplets is ejected
from the inside of the hollow cone along the injector axis shortly after
end of injection.

3.2.5 Temporal evolution

In the previous two sections, the mechanism of momentum transfer
from the injected to the carrier phase as well as the induced carrier
phase boundary layer and resulting vortex system was discussed. In
a simplified but fast model, as it is aimed for in this work (section 4),
details of the three-dimensional formulation need to be dropped so
that dominant effects (manifesting in dominant conservation equation
terms) may be identified.
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3 Dispersed two-phase flow analysis

In general, the fields representing individual conservation equation
terms exhibit a more complex structure than the fields of the conserved
variables themselves because, not only the conserved variables, but
also their spatial gradients are involved (see e.g. figure 3.21).

A space integral information on a given flow field is the maximum or-
der of magnitude occurring within the field (as specified for the plots
in figure 3.21 in their lower right corner). Because of the strong cou-
pling of the velocity components by the local pressure term, maximum
fluxes of both main velocity components (along ξ and η) generally
emerge at similar locations in space. As a consequence, the extraction
of maximum terms characterizes approximately the same location in
space while this location may change over time.

The two-phase flow depends strongly on the injection boundary con-
dition applied. For this reason, the distinction between the forced sys-
tem (flow states during injection) and the free system (flow states after
injection) is again applied in the following.
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Figure 3.21: Conserved variable (ρcu2
c) (left) and the resulting flux gradient

∂ (ρcu2
c)

∂ξ in conservation equation (2.3) (right); at pgas = 10bar
and t = 0.5ms (forced system)
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3.2 Hollow cone injection induced two-phase flow

Forced system

In tables 3.5 and 3.6, orders of magnitudes of the conservation equa-
tions of mass (eq. (2.3)) and both streamwise (eq. (2.4)) and cross-
stream momentum (eq. (2.5)) are listed. The columns correspond the
the individual term within each equation.

During injection, the terms of the streamwise momentum equations
dominate the ones of the conservation equation for cross-stream mo-

stream- cross- drag
eq. wise stream radial force

Continuity (2.3) 6 6 5 -
Stream-wise mom. (2.4) 8 9 8 8
Cross-stream mom. (2.5) 7 7 7 7

(a) Dispersed phase terms

stream- cross- drag
eq. wise stream radial force

Continuity (2.3) 5 6 5 -
Stream-wise mom. (2.4) 7 8 7 8
Cross-stream mom. (2.5) 7 7 6 7

(b) Carrier phase non-viscous terms

eq. visc1 visc2 visc3 visc4
Stream-wise mom. (2.4) 2 3 4 2
Cross-stream mom. (2.5) 2 2 3 2

(c) Carrier phase viscous terms

Table 3.5: Conservation equation contributions; orders of magnitude; forced
system
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3 Dispersed two-phase flow analysis

mentum. This applies to both phases and corresponds to the momen-
tum fluxes listed earlier (see table 3.4).

The terms contributing to the streamwise momentum conservation of
dispersed phase are of comparable orders of magnitude. Only the
cross-stream flux is slightly increased because within the term

∂ (ρ p up vp)
∂η ,

the dispersed phase volume fraction cross-stream gradient ∂αp
∂η is large.

For the carrier phase streamwise momentum equation, the cross-stream
term (i.e. the term containing the cross-stream gradient) dominates
which supports the preliminary investigation in section 2.4.1.
The dominance of the cross-stream gradients in carrier phase conser-
vation equations of both streamwise momentum and continuity re-
flects the effect of excess entrainment which is induced by drag with
the dispersed phase: The drag force and the cross-stream gradient in
the streamwise carrier phase momentum equation are of the same or-
der.

During the total of the injection period, the terms accounting for the
radial widening of the two-phase jet are non-negligible but about one
order of magnitude smaller than the streamwise and cross-stream con-
tributions.

Due to the large cross-stream gradients appearing in the streamwise
momentum equation, a strong shear force is induced. Unfortunately,
the solver does not provide direct access to the second order spa-
tial gradient of each velocity component in the result files, so that
it is calculated in a post-processing step. For this reason, the veloc-
ity components are first projected onto a equidistant mesh which is
coarser than the computational mesh on which CFD results are avail-
able (∆x = 83µm). In a second step, the second spatial gradient (of
first order of accuracy) is calculated and the viscous terms are com-
posed. Note that because of the projection procedure, the orders of
magnitude obtained for the viscous terms (table 3.22c) are only com-
parable among themselves but not to the fluxes presented above.
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3.3 Summary

stream- cross- drag
eq. wise stream radial force

Continuity (2.3) 5 5 4 -
Stream-wise mom. (2.4) 6 6 5 5
Cross-stream mom. (2.5) 6 6 5 5

Table 3.6: Carrier and dispersed phase conservation equation contributions;
orders of magnitude; free system

Among the carrier phase viscous terms, the third term incorporat-
ing the second order cross-stream gradients ∂ 2û

∂η2 and ∂ 2v̂
∂η2 provide the

strongest contributions. The maximum viscous shear term appears in
the streamwise momentum conservation equation which again agrees
with the findings in section 2.4.1.

Free system

After injection has ended, the conservation equation terms are gener-
ally one order of magnitude smaller. A dominant flux direction is not
observable anymore. In comparison to the forced system, the viscous
terms are negligible. Although no additional momentum is supplied to
the system, the inter-phase drag force is only one order of magnitude
smaller than the momentum equation fluxes.

3.3 Summary

A CFD model of the two-phase flow for a hollow cone injection pro-
cess has been validated based on carrier phase velocity field measure-
ments (PIV) and global spray front propagation over time. Its sensi-
tivity both to physical and numerical characteristics has been assessed
and has been found to support the validity of the model results pre-
sented here.
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3 Dispersed two-phase flow analysis

The effect of spatially distributed acceleration of gas phase due to the
injection of liquid fuel has been studied. The inter-phase momentum
exchange due to the injection of a dispersed liquid phase into a gaseous
carrier phase exhibits fundamentally different dynamics than a single
phase jet in the region close to the injection boundary condition. In
the dense spray zones, the injected liquid causes a strong accelera-
tion of carrier phase mass. The streamwise acceleration of gas locally
causes additional (“excess”) entrainment in regions of high momen-
tum fluxes within the dispersed phase, i.e. close to the injection outlet.
The later causes the width of the local boundary layer thickness to de-
crease thereby increasing momentum diffusion normal to the injection
direction. The induced boundary layer in the carrier phase counteracts
the acceleration due to drag so that considerable magnitudes of slip
velocity are maintained within the flow domain.

A secondary carrier phase flow pattern is induced by the injection.
Due to the hollow cone geometry, it is not symmetric with respect
to the hollow cone sheet. It causes a redirection of the dispersed
phase normal to the main injection direction and thereby induces a
non-symmetric vortex system around the liquid sheet.

During injection, two main region are observed within the dispersed
phase: Near the injection outlet, the flow is in steady state conditions.
The spray front, by contrast, is influenced by the secondary flow pat-
tern within the carrier phase.

In order to support the modeling steps taken in the following sec-
tion, the maximum occurring orders of magnitude corresponding to
the field of the conservation equation terms were analyzed. The terms
of the streamwise momentum equation dominate those of the cross-
stream momentum equation. Among the convective and the viscous
fluxes within the streamwise momentum equations, the cross-stream
components are larger in magnitude than the streamwise terms for
both phases.
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4 Integral modeling

In this section, major features of the hollow cone two-phase jet elu-
cidated in the previous sections are exploited for modeling purposes.
The main targets and essential properties of the proposed model are
shortly outlined in section 4.1. The main results are presented in two
sections: Section 4.2 introduces the concept of a cross-stream length
scale, which characterizes the boundary layer of the dense two-phase
flow. Section 4.3 contains the modeling of the inter-phase momen-
tum exchange and defines proper boundary conditions (section 4.3.5).
The boundary layer concept is applied to evaporation in section 4.4.
A simple turbulence model is applied in section 4.5. The model is
summarized in section 4.6.

4.1 Spray model motivation and outline

Target definition

The main intention of the simplified spray model developed in the
following is to provide an estimate of the local dispersed phase mass
concentration and the gas phase air fuel mixture quality resulting from
evaporation. Based on the validated CFD model results (section 3.2)
and especially inspired by the characteristics obtained from cross-
stream averaging (section 4.2), the model is designed to meet three
major characteristics:

• Spatial changes are resolved along the main injection direction.
For this reason, a one-dimensional description is sought.



4 Integral modeling

• The model is to provide a dynamic response to transient bound-
ary conditions such as injection conditions (mean mass and mo-
mentum fluxes) and global carrier phase conditions (such as car-
rier phase pressure and temperature). Hence, a transient de-
scription is derived. (A steady state description is found to be
not applicable to model the high-pressure hollow-cone injection
process.)

• The temporal evolution of the overall penetration behavior of
the two-phase jet and the local air fuel mixture quality results
from the local inter-phase exchange of mass, momentum and
thermal energy (kinematic and thermal inhomogeneity). The
description of the strong interaction between both phases during
injection necessitates a two-phase description (i.e. no mixture
model is applied).

Model outline

During injection, the width of the cross-stream distribution of dis-
persed phase characteristics such as mass, momentum and thermal
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Figure 4.1: Dispersed phase projection onto a “dense spray zone” (DSZ);
sketch
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Figure 4.2: Gas phase approximation in the vicinity of the DSZ; sketch

energy concentration is small where the velocity difference between
phases is high and vice versa. Therefore, the effect of the dispersed
phase on the carrier phase is modeled to result from an infinitesimally
thin sheet of dispersed phase mass. This is illustrated in figure 4.1 as
a cross-stream projection of dispersed phase mass (number “1”) onto
a “dense spray zone” (DSZ).
The thin sheet exclusively contains dispersed phase and all liquid dis-
persed phase is contained within the thin sheet, so that liquid volume
loading within the sheet is equal to one. Therefore, the liquid phase is
treated as an Eulerian continuum (number “2” in figure 4.1).
The exchange of momentum, energy and fuel species mass between
both phases is modeled to happen at the interface of the thin sheet. In
the one-dimensional model, only streamwise gradients along the co-
ordinate ξ are explicitly resolved. So transport processes within the
carrier phase in the direction normal to the main injection direction
along the coordinate η are modeled as diffusion processes (number
“3” in figure 4.1).

The cross-stream diffusion is characterized by means of a cross-stream
length scale δτ . The major part of section 4.3 covers the deriva-
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4 Integral modeling

tion of a transient description of δτ depending on the streamwise gas
phase velocity Uc at the DSZ (figure 4.2). Starting from the time
dependent field Ũc (ξ ,η , t) (number “1”), the approximate velocity
Ûc(ξ ,η ≤ δτ , t) (number “2”) describes the gas phase velocity field in
the vicinity of the “dense spray zone” (DSZ). It depends only on the
streamwise velocity Uc(ξ , t;δτ) within the DSZ (number “3”) and the
local cross-stream length scale δτ (ξ , t;Uc) (number “4”). The depen-
dency of the gas phase characteristics on the cross-stream coordinate
η is eliminated.

4.2 Cross-stream length scales

In the one-dimensional transport equations derived in this section, the
dependency of the transported variables on the coordinate η normal
to the main injection direction is to be eliminated. As a consequence,
physics corresponding to cross-stream length scales need to be mod-
eled. In the following, four cross-stream length scales are discussed.

Firstly, there are flow dependent cross-stream length scales: The jet
width L

(c)
DSZ is defined by the volume occupied by the liquid drops

(figure 4.3). The length scale L
(c)

BL describes the carrier phase bound-
ary layer thickness which is induced by the injection.
Secondly, there are length scales which do not depend on the flow:
Each line between the injector axis and the chamber walls, which is

Two-dimensional field Ũc(ξ ,η , t)
Approximation for the DSZ vicinity (two-dimensional) Ûc(ξ ,η ≤ δτ , t)
DSZ field (one-dimensional) Uc(ξ , t;δτ)

Table 4.1: Field nomenclature on the example of the streamwise carrier
phase velocity, see figure 4.2
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4.2 Cross-stream length scales

Figure 4.3: Main cross-stream length scales

normal to the hollow cone sheet characterizes a length scale. Its length
is constant in time, but variable in space and thus depends on the cham-
ber geometry. A more robust cross-stream length scale results from
the definition of an arbitrary but spatially fixed geometry like the one
indicated by L

(c)
S in figure 4.3.

Cross-stream volume averages

In order to motivate the spray model, cross-stream volume averages
of the experimentally validated flow fields obtained in section 3.2 are
analyzed here. A sector width L

(c)
S (figure 4.3) should be chosen such

that the major part of the dispersed phase mass (respectively momen-
tum, see figure 3.10 on page 72) and also the induced carrier phase
vortex structures (see figue 3.19 on page 87) are contained. The vec-
tors at the sector boundary in figure 4.4 indicate the carrier phase ve-
locity, which is comparatively small in magnitude.
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The volume average

Φ =
∫

Φ dV
/ ∫

dV (4.1)

of quantity Φ is calculated based on cross-stream volume averaging
over the sector geometry.

The mean dispersed phase streamwise momentum (Φ = αpρpup) is
large close to the injection outlet and almost constant in time during
injection (figure 4.5). The cross-stream component (Φ = αpρpvp) is
orders of magnitude smaller. This evaluation supports the assumption
of the dominance of the injection direction introduced earlier.
Despite of the density ratio ρp/ρ f ≈ 100 � 1, the mean streamwise
momentum of the gas phase within the sector acquires larger values
than the liquid droplets. This reflects the observation of L

(c)
DSZ �L

(c)
BL .

The mean velocities of both phases as well as the slip velocity vslip =
vp − v f are displayed in figure 4.6. Maximum mean streamwise ve-
locities are of the order of 20 m/s with corresponding slip velocities
of about 5 m/s.

Between the two time steps considered in figure 4.6, a steady state
for the sector volume averaged quantities is reached by the dispersed
phase for ξ < 6mm and by the carrier phase for ξ < 4mm at t = 0.3ms.
Since at this instant in time, the dispersed phase penetration depth is
approximately ξ = 17mm (figure 4.5), the major streamwise portion
of the flow is in transient conditions.

Although L
(c)

S represents a larger length scale than the liquid sheet
scale L

(c)
DSZ and even the gas phase boundary layer width L

(c)
BL , no in-

variants may be deduced from the volume averaged momentum fluxes
or velocities. Thus it is not feasible to base the one-dimensional model
on averaging over a large sector.
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4.3 Momentum conservation

4.3 Momentum conservation

The primary physical effect controlling the injection process is the
momentum exchange; it determines the propagation of the spray front.
Momentum is supplied to the system by the injection of liquid mass
through the injector outlet. Within the flow domain, the liquid phase
exhibits a slip velocity with regards to the carrier phase. Therefore,
momentum is exchanged between both phases.
A locally high slip velocity (and the corresponding inter-phase mo-
mentum exchange) experiences changes with respect to:

• time (especially during injection) and

• space (especially close to the injection outlet).

The appropriate modeling of these flow conditions is the basis for the
flow evolution in regions further away from the injection outlet and at
times after injection.

A presumed spray center line is identified as the primary direction of
momentum exchange ∗: Due to the injector mounting position and
geometry – namely the angle θ between injector axis and the pre-
sumed spray symmetry line (see figure 3.2.1 on page 61) – , the direc-
tion of the dispersed phase mass and momentum flux dominates the
flow structure in the region close to the injector exit (dominance of
the cone geometry). The injector is assumed to provide a rotationally
perfectly symmetrical spray, so that circumferential gradients may be
neglected. In order to account for changes along the dominant flow
direction while neglecting gradients both normal to the main injection
direction and along the circumferential direction, a one-dimensional
description is sought.

∗This is also supported by the dominance of the streamwise drag force magnitude
acting along the main injection direction, see figure 3.13 on page 76
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4.3.1 Dispersed phase and dense spray zone

This section covers the modeling of the dispersed phase. The shape
of its cross-stream distribution as well as the region where momentum
is exchanged with the carrier phase are specified. Space-integral con-
servation equations for the dispersed phase mass and momentum are
presented.

Thin dense spray zone (DSZ)

The dispersed phase is modeled to occupy a smaller volume than the
carrier phase. At any streamwise location ξ , the cross-stream charac-
teristic length scale L

(c)
DSZ of the volume occupied by the major part

of the dispersed phase is smaller than the characteristic length scale of
the carrier phase shear boundary layer L

(c)
BL (figures 4.3 and 4.7).

Therefore with regards to the carrier phase, the DSZ is modeled to
yield a zero cross-stream width (L (c)

DSZ = 0), i.e. the DSZ carries no
carrier phase mass (α(DSZ)

p = 1).

Due to streamwise velocity gradients within the DSZ, dispersed phase
mass may locally accumulate. Streamwise accumulation of dispersed
phase mass is accounted for by the dispersed phase continuity equation
(see eq. (2.3)). In a finite volume approach, the transport of dispersed
phase bulk density ρ p is described by

∂ρ p

∂ t
+

∂ (ρ p up)
∂ξ

+ρ p
up sinθ + vp cosθ
ξ sinθ +η cosθ

= Γp . (4.2)

The dependency on the cross-stream coordinate η in equation (4.2)
has been eliminated by means of a modeling step: With regards to the
carrier phase, dispersed phase mass is projected onto the presumed
hollow cone sheet (see the assumption of a “thin dense spray zone”
above). Mathematically, the projection corresponds to a spatial inte-
gration with respect to the cross-stream coordinate η . Within the DSZ,
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4.3 Momentum conservation

the (projected) dispersed phase mass

Mp(ξ ) ≡
∞∫

η=−ξ/tanθ

ρ p(ξ , η) dη

/
L (4.3)

is transported. The lower bound of the integral results from the in-
jector symmetry axis so that in the case of θ → π/2 (a hollow-cone
opening angle of 180◦), η → −∞. Additionally, both the upper and
lower bounds may be restricted by the chamber geometry. The length
scale L in the denominator of equation (4.3) ensures that formally,
a volume specific formulation may be maintained when covering for
the carrier phase† so that the projected dispersed phase mass concen-
tration Mp still yields units kg/m3. The length scale L is assumed to
be constant in time and space.
Due to the dominance of the streamwise dispersed phase flow dur-
ing injection, the maximum streamwise velocity of the cross-stream
profiles Up(η) occurs at the presumed spray center line. As a con-
sequence from the strong streamwise velocity component, the cross-
stream velocity Vp = 0 at the presumed spray center line η = 0.
The cross-stream integrated conservation equation of the dispersed
phase mass Mp (units kg/m3) therefore reads

∂Mp

∂ t
+

∂ (Mp Up)
∂ξ

+
Mp Up

ξ
= Γp . (4.4)

Inter-phase momentum exchange

Inter-phase momentum exchange is modelled to occur at the interface
of the DSZ.

† Note that in equation (4.3), division by the length integral
∫

dη instead of
the length scale L produces a cross-stream average of the dispersed phase mass
distribution. This is not aimed for in the modeling of the dense hollow cone sheet
spray.
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The drag force FD acting between the two phases is determined from
the dispersed phase characteristics within the DSZ (namely the dis-
persed phase velocity Up) and the carrier phase characteristics adja-
cent to the DSZ (namely the continuous phase velocity Uc, see fig-
ure 4.7). Although the DSZ spatially separates a region of high dis-
persed phase mass concentration, its zero width with regards to the
carrier phase allows to treat the carrier phase velocity field as contin-
uous. Nevertheless, only an infinitesimally thin sheet of the carrier
phase mass interacts with the dispersed phase (which results in jumps
in the corresponding spatial derivatives of the carrier phase velocity
normal to the DSZ).

The drag force FD acting on the dispersed phase is modeled by means
of the isolated particle drag law (dilute dispersed two-phase flow as-
sumption). It results from the dispersed phase particle diameter Dp

and velocity Up as well as from the carrier phase velocity Uc adjacent

Figure 4.7: Dense spray zone with induced carrier phase boundary layer and
entrainment; sketch
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4.3 Momentum conservation

to the DSZ and its dynamic viscosity µc (see eq. (3.26))‡

F
(iso)
D = 3πµc Dp fSN (Up −Uc) . (4.5)

The total drag force

FD = Np F
(iso)
D = Mp

18 µc fSN

ρp D2
p

(Up −Uc) (4.6)

results from the number of particles per unit volume Np. The devel-
opment of the dispersed phase streamwise momentum within the DSZ
is described by a momentum conservation equation (see eq. (2.4)) for
the product (MpUp) (which yields units N/m3)

∂ (Mp Up)
∂ t

+
∂ (Mp U2

p)
∂ξ

+
Mp U2

p

ξ
= −FD . (4.7)

Negligible dispersed phase turbulence and collisions

In section 2.1, the effects of droplet collision and coalescence were
mentioned. Likewise, the dispersed phase elements within a certain
computational volume may locally exhibit a non-homogeneous dis-
tribution in droplet size, velocity and temperature. In the conditions

‡ Depending on the local slip velocity, the carrier phase experiences high drag
forces for short periods of time until the dispersed phase velocity is reached. The
relaxation of slip velocities of isolated particles (at low dispersed phase loading)

∂usl

∂ t
=

∂ (up −uc)
∂ t

=
1

Tp

(
up −uc

)
resulting from drag between both phases may also be characterized by the so called
particle relaxation time

Tp =
ρp D2

p

18 µc fSN
.

For small particle Reynolds numbers (Stokes flow: Rep = ρcuslDp/µc � 1), the drag
correlation factor of Schiller and Naumann [107] reduces to fSN = 1.
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named above (especially the high transients, high dispersed phase vol-
ume loading and high cross-stream gradients), these effects are hard
to model both on an individual droplet level and in an integral manner.
The model proposed here is supposed to provide an estimate of the
mean rates of inter-phase momentum and energy transfer. As a conse-
quence, the effects of droplet collision and coalescence are considered
to be of secondary importance and therefore neglected in the present
level of modeling.
Although the presence of particles within a shear layer is known to in-
fluence both shear layer characteristics as well as the evolution of the
dispersed phase concentration itself [19, 33, 126], these interactions
are not incorporated in the model.

Eulerian dispersed phase continuum

According to the discussion in the dispersed phase modeling section 3.1.2
and the CFD section 3.1.4, the local dispersion in dispersed phase
characteristics such as particle diameter or temperature is identified
as a secondary effect as well. Consequentially, the dispersed phase
is modeled to exhibit locally homogeneous velocity and temperature.
Moreover, the size of the dispersed phase elements is characterized by
one globally homogeneous diameter, assumed to be representative of
the overall behavior of the two-phase flow (mono-dispersion).

4.3.2 Carrier phase integral boundary layer description

In this section, a cross-stream length scale characteristic to the car-
rier phase is identified and employed for the modeling of cross-stream
shear stresses.

Carrier phase incompressibility

A mean injection velocity of about u(in j)
p = 200m/s has been estimated

in section 3.1.4. At pc = 10bar and Tc = 300K, the speed of sound of
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the carrier phase is approximately

cs =
√

κ R T =
(

1.4 · 8.3143
28 ·10−3 ·300

) 1
2

m/s ≈ 350 m/s . (4.8)

Due to the density ratio of about ρp/ρc ≈ 100 it may be assumed that
in the vicinity of the injector outlet and during injection, the dispersed
phase elements ejected from the injector locally impose a carrier phase
velocity of the order of the dispersed phase velocity. In the vicinity of
the injector outlet, a Mach number of about Ma = uc

cs
≈ 0.57 may be

expected. This increased Mach number suggests that compressibility
effects have to be taken into account close to the injector outlet.

On the other hand, a similar spatial position of individual particles
may result from different particle’s “histories” (i.e. particle paths):
Dispersed phase elements injected early during injection may already
be exposed to drag with the carrier phase for a comparatively long pe-
riod of time. By contrast, recently injected particles may have traveled
through an already accelerated carrier phase environment and may still
carry a larger amount of momentum at the same position in space (dis-
persed phase velocity dispersion). For this reason, the front of the
two-phase jet consists of ever changing particles constantly overtaking
each other (“cyclist effect”). The high momentum of recently injected
particles is reduced very fast as soon as they reach the spray front. As
a consequence, the propagation velocity of the two-phase jet front is
considerably smaller than the velocity of individual particles within
the two-phase jet. The mean spray front penetration velocity at 10bar
chamber pressure displayed in figure 3.8 (page 67) up to the time of
0.3ms after begin of injection is of the order of u f ront = 60m/s. The
corresponding Mach number Ma = 0.17 indicates that compressibil-
ity has a comparatively small influence at the level of the spray front
propagation.

In the direction normal to the injection direction, the streamwise car-
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rier phase velocity reduces within a smaller length than the spray pen-
etration length so that local Mach numbers decrease. On the other
hand, a locally occurring carrier phase velocity of e.g. uc = 200m/s
at pc = 10bar (ρc ≈ 10 kg/m3) corresponds to a dynamic pressure of
pdyn = ρc/2 ·u2

c ≈ 2 bar. As a result, the carrier phase density at the po-
sition of such high convective velocity is about 20% smaller than the
pressure condition far away from the dense two-phase jet, and con-
sequentially, a non-negligible pressure gradient ∂ pc

∂η contributes to the
cross-stream momentum conservation equation.

Since both phases are modeled to be spatially separated, bulk effects
due to gradients in volume fractions do not occur.

In summary, pressure fluctuations within the carrier phase are assumed
to propagate faster than the local convective velocities (Ma � 1) and
the carrier phase is modeled to be not compressible.

Limited DSZ carrier phase capacity

The zone of strong dispersed phase volume loading (dense spray zone
DSZ, see figure 4.7) is assumed to be much thinner than the carrier
phase boundary layer thickness. Consequently, the dispersed phase is
modeled to directly interact with only a very small amount of carrier
phase mass. Due to the high density ratio ρp/ρc � 1 (e.g. at 10bar gas
pressure and 300K gas temperature, ρp/ρc = O

(
102
)
), the drag force

resulting from local slip between both phases leads to an acceleration
of the carrier phase: If the carrier phase mass exchanges momentum
directly with dispersed phase, it would almost instantaneously be ac-
celerated to the dispersed phase velocity §.

§ Because of the locally high bulk density ratio between dispersed and carrier
phase ρ p/ρc = (αpρp)/(α f ρ f ), the drag force (eq. (4.6)) primarily acts on the carrier
phase. The time scale

T
(c)

drag =
Up −Uc
∂ (Up−Uc)

∂ t

(4.9)
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As a consequence, the amount of carrier phase mass directly exposed
to exchange of mass, momentum, and thermal energy with the dis-
persed phase (which is supposed to happen at the boundary of the
DSZ) is negligible. In other words: In comparison to the carrier phase
fluxes occurring outside the DSZ, the ability of the carrier phase to
store mass, momentum and thermal energy within the DSZ is negligi-
ble. Consequentially, the ability of the carrier phase to exchange e.g.
momentum with the dispersed phase depends on momentum diffusion
normal to the main injection direction.

Diffusion normal to the main injection direction is defined by the
cross-stream velocity profile.

Carrier phase velocity profile

As a consequence from the dominant dispersed phase momentum flux
during injection, the carrier phase is strongly accelerated near the
spray center line, which in turn causes strong entrainment: The width
of the carrier phase boundary layer thickness is limited and an “accel-
erated wall” type profile develops (see section 3.2.3, e.g. figure 3.12
on page 75).
Further downstream, a single phase jet like S-profile develops. Never-
theless, streamwise slip velocities are of the same order of magnitude
as in the region of the upstream “accelerated wall” boundary layer
(see figure 3.11). Also, the cross-stream width occupied by the dis-

at which carrier phase is exposed to acceleration resulting from drag at high dispersed
phase concentrations (as it is the case within/close to the DSZ) relates the current slip
velocity Usl = Up −Uc to its rate of change.

With the help of Newtons law FD = ρc
∂ (Up−Uc)

∂ t , the continuous phase acceleration
time scale

T
(c)

drag, c =
ρc (Up −Uc)

FD
(4.10)

is obtained. In the limit of the DSZ assumption (αc → 0 ⇔ ρ p/ρc → ∞), the carrier

phase acceleration time scale tends towards T
(c)

drag, c → 0.
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persed phase mass is still smaller than the boundary layer thickness of
the carrier phase (figure 3.11 left).

From the identification of the dominance of the dispersed phase mo-
mentum flux direction and the induced “accelerated wall” type bound-
ary layer, two major properties of the carrier phase flow during injec-
tion may be deduced:

• The cross-stream maximum of the streamwise velocity occurs
at the presumed spray center line (the “accelerated wall”).

• The drag induced acceleration of carrier phase at the presumed
spray center line causes the entrainment of additional gas phase
towards the spray center line (“excess entrainment”) so that the
cross-stream component of the carrier phase velocity tends to-
wards zero at the spray center line.

Cross-stream length scale

The carrier phase momentum is diffusively transported away from the
DSZ due to cross-stream gradients of the carrier phase streamwise ve-
locity: A carrier phase boundary layer is formed close to the DSZ (fig-
ure 4.7). Because the velocity normal to the main injection direction
is not spatially resolved, a cross-stream gradient cannot be estimated
and a length scale characterizing the shearing motion close to the DSZ
δτ has to be modeled.

The carrier phase velocity within the shear layer is large (especially
close to the DSZ), thus the carrier phase far away from the DSZ may
be modeled as quiescent. The length scale δτ characterizing the max-
imum shear stress (occurring in the vicinity of the DSZ) is modeled
as the length scale of the maximum cross-stream velocity gradient ∂Uc

∂η
adjacent to the DSZ (see figure 4.8):

∂Uc

∂η
= −Uc

δτ
. (4.11)
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4.3.3 Cross-stream length scale dynamics

In the previous section, δτ was defined as the cross-stream length scale
characterizing the shear force within the gas phase adjacent to the DSZ
(equation (4.11)). This section focuses on the modeling of the tran-
sients occurring within the two-phase flow.
Because also the cross-stream length scale is supposed to exhibit a
transient behavior, it should characterize the immediate vicinity of the
DSZ. The model is intended to resolve small time scale transients.
Since information about flow transients is transported at finite speed,
a small length scale is needed to ensure a sufficient temporal response
of the model. Because the length scale δτ characterizing the cross-
stream gradient at the DSZ interface is smaller than e.g. the mass
defect δ1 or the momentum thickness δ2 (see figure 4.8), it constitutes
a good choice with respect to a transient description.

In order to describe the dynamics of the carrier phase shear layer ad-
jacent to the DSZ, the rate of change of the boundary layer thick-
ness δτ characterizing the carrier phase gradient adjacent to the DSZ

Figure 4.8: Injection induced carrier phase boundary layer length scales and
maximum shear stress; sketch
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(see eq. (4.11)) needs to be quantified. In total, the time rate of change
of the local two-phase jet boundary layer thickness length scale(

∂δτ

∂ t

)(T PF)

=
(

∂δτ

∂ t

)(conv)

+
(

∂δτ

∂ t

)(µ)

(4.12)

is composed of contributions due to changes due to convective fluxes
and due to gradient diffusion of momentum.
The convective term(

∂δτ

∂ t

)(conv)

=
(

∂δτ

∂ t

)( ∂Uc
∂ξ )

+
(

∂δτ

∂ t

)(cone)

+
(

∂δτ

∂ t

)(exen)

(4.13)

is composed of a contribution resulting from streamwise velocity gra-
dients within the carrier phase and of the additional effect of local
carrier phase acceleration due to drag with the dispersed phase and
consequential excess entrainment (superscript “exen”) ¶. The convec-

tive part accounting for the carrier phase flux
(

∂δτ
∂ t

)( ∂Uc
∂ξ )

may be un-
derstood as the “usual” entrainment phenomenon occurring in single
phase jets, where momentum is only supplied at the injection outlet
and no additional momentum is introduced to the (carrier phase) jet
within the flow domain.

Due to the cone geometry, a contribution
(

∂δτ
∂ t

)(cone)
accounting for

the radial widening is expected.

¶ The speed of local excess entrainment due to local drag with the carrier phase
and consequential contraction of the boundary layer may be characterized by means
of an entrainment time scale T

(c)
entr.

T
(c)

entr =
δτ
Ṽc
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Cross-stream length scale transport

In the following, a transport equation for the cross-stream length scale
δτ is developed. The derivation starts from the two-dimensional stream-
wise momentum conservation equation of the carrier phase (super-
script “tilde”). Its terms are approximated in the vicinity of the DSZ
by means of a Taylor series expansion (super-script “hat”). Deriva-
tives of the cross-stream velocity component are substituted by means
of the incompressible continuity equation. In order to drop the ex-
plicit dependence on the cross-stream coordinate η , the approximated
streamwise momentum equation is integrated over the (comparatively
small) cross-stream length scale δτ . With this choice, only the portion
of the boundary layer in the direct vicinity of the DSZ is taken into
account of the integration and a transient boundary layer description
is obtained.

For the derivation of a transient description of the cross-stream length
scale δτ , the streamwise momentum conservation equation for the car-
rier phase velocity field Ũc(ξ ,η , t) in conical coordinates (see eq. (A.9)
in the appendix)

∂Ũc

∂ t
+Ũc

∂Ũc

∂ξ
+Ṽc

∂Ũc

∂η

= ν

⎛
⎝∂ 2Ũc

∂ξ 2 +
sinθ ∂Ũc

∂ξ + cosθ ∂Ũc
∂η

ξ sinθ +η cosθ
+

∂ 2Ũc

∂η2 − sinθ
Ũc sinθ +Ṽc cosθ
(ξ sinθ +η cosθ)2

⎞
⎠

(4.14)

is employed for the carrier phase. In section 3.2.4, the second order
cross-stream derivatives ∂ 2(∗)

∂η2 (figure 3.18) were verified to be domi-
nant among the viscous terms. So if the conventional boundary layer
assumption

∂ 2(∗)
∂ξ 2 � ∂ 2(∗)

∂η2 (4.15)
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is applied, then the streamwise momentum conservation equation reads

∂Ũc

∂ t
+Ũc

∂Ũc

∂ξ
+Ṽc

∂Ũc

∂η
= ν

∂ 2Ũc

∂η2 . (4.16)

Due to negligible compressibility effects within the carrier phase, the
average density is ρ(DSZ)

c = const. and the continuity equation

∂ρc

∂ t
+

∂ (ρcŨc)
∂ξ

+
∂ (ρcṼc)

∂η
+ρc

Ũc sinθ +Ṽc cosθ
ξ sinθ +η cosθ

= 0 (4.17)

simplifies to

∂Ũc

∂ξ
+

∂Ṽc

∂η
+

Ũc sinθ +Ṽc cosθ
ξ sinθ +η cosθ

= 0 . (4.18)

The assumption of an incompressible carrier phase is used to approx-
imate the first

∂Ṽc

∂η
= −∂Ũc

∂ξ
− Ũc sinθ +Ṽc cosθ

ξ sinθ +η cosθ
(4.19)

and second order derivatives based on the continuity equation (4.18)

∂ 2Ṽc

∂η2 =− ∂
∂ξ

(
∂Ũc

∂η

)
−

∂Ũc
∂η sinθ + ∂Ṽc

∂η cosθ
ξ sinθ +η cosθ

+cosθ
Ũc sinθ +Ṽc cosθ
(ξ sinθ +η cosθ)2 .

(4.20)

Presumed center line

The cross-stream maximum of the streamwise velocity is defined as
Uc(ξ ) = Ũc(ξ ,η)

∣∣
η=0 and analogously Vc(ξ ) = Ṽc(ξ ,η)

∣∣
η=0. At the

presumed center position η = 0, Vc ≈ 0 due to a presumed flow sym-
metry. In two-phase flow, the carrier phase exchanges momentum with
the dispersed phase so that a drag source term ΦD is introduced to the
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streamwise momentum equation (4.16)

∂Uc

∂ t
+Uc

∂Uc

∂ξ
= 2 ν

∂ 2Uc

∂η2 +ΦD . (4.21)

The factor 2 in front of the diffusive part of equation (4.21) accounts
for the fact that the hollow cone sheet is surrounded by two adjacent
boundary layers.
With the approximation of the cross-stream gradient (equation (4.31)
presented later in this section), the carrier phase momentum equation
is

∂Uc

∂ t
+Uc

∂Uc

∂ξ
= ΦD −2 ν

Uc

δ 2
τ

. (4.22)

Due to the primitive representation of the carrier phase momentum in
equation (4.22), the momentum source term reads

ΦD =
FD

ρc
. (4.23)

The sum of the RHS terms in equation (4.22) represents an effective
specific drag force

Φ(e f f )
D =

FD

ρc
−2 ν

Uc

δ 2
τ

, (4.24)

which is experienced by the carrier phase at the presumed center line
position. The final version of the carrier phase momentum conserva-
tion equation is

∂Uc

∂ t
+Uc

∂Uc

∂ξ
=

FD

ρc
−2 ν

Uc

δ 2
τ

= Φ(e f f )
D . (4.25)
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The derivatives of equations (4.19) and (4.20) are

∂Vc

∂η
= −∂Uc

∂ξ
− Uc

ξ
. (4.26)

and ‖

∂ 2Vc

∂η2 = − ∂
∂ξ

(
∂Uc

∂η

)
− 1

ξ

(
∂Uc

∂η
+

1
tanθ

∂Vc

∂η

)
+

1
ξ 2 tanθ

Uc .

(4.27)
Employing the continuity equation (4.19), the gradient ∂Vc

∂η and thus
the dependency on the cross-stream velocity is eliminated

∂ 2Vc

∂η2 = − ∂
∂ξ

(
∂Uc

∂η

)
− 1

ξ
∂Uc

∂η
+

1
ξ tanθ

∂Uc

∂ξ
+

2
ξ 2 tanθ

Uc .

(4.28)

Boundary layer approximation

The boundary layer thickness scale δτ as it is characterized in fig-
ure 4.8 is a flow property which characterizes gas phase flow condi-
tions at the presumed center line (at η = 0). The temporal evolution
of the local boundary layer length scale depends on the carrier phase
momentum transport at the position at which it characterizes the cross
stream gradient, namely at the presumed spray center line η = 0. A
relation between the temporal and spatial gradients of Uc is given by
equation (4.21) which covers also for the diffusive loss of streamwise
momentum normal to the main flow direction. Note that an assump-
tion on the cross-stream profile Uc(η) is not needed for the description
of the streamwise momentum transport at the presumed spray center

‖ Note that if the second derivative at the center line position directly derived
from (4.26)

∂ 2Vc

∂η2 = − ∂
∂ξ

(
∂Uc

∂η

)
− 1

ξ
∂Uc

∂η
,

a dependency on the cone opening angle θ may not be maintained.
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line.
By contrast, the temporal development of δτ due to (see eq. (4.13))

• local acceleration of carrier phase mass due to drag with the dis-
persed phase and consequential excess entrainment (local con-
traction of the boundary layer cross-stream width) and

• streamwise gradients in δτ and Uc

remains to be modeled. Because convection of carrier phase mass
towards the presumed center line needs to be modeled, an assumption
on the velocity profile in the vicinity of the DSZ becomes inevitable.

Not the whole of the cross-stream profile needs to be modeled since
the major influence of the flow at the presumed center line stems from
the evolution of the flow in the vicinity of η = 0. Therefore, the cross-
stream profile in the vicinity of the DSZ is approximated by means
of the cross-stream length scale δτ in terms of the gradients at the
DSZ, i.e. by means of a Taylor series expansion. In that fashion, e.g.
the streamwise carrier phase velocity Ûc(η) resulting from a Taylor
expansion approximates the “exact” velocity field Ũc(η).

The procedure of deriving a relation for the local rate of change of
the cross-stream length scale δτ is presented in the following. It de-
pends on streamwise gradients of both that very length scale δτ and
the streamwise carrier phase velocity at the DSZ Uc = Ũc(η = 0).
The velocity profile Ûc is approximated by a second order polynomial
function.
The Taylor expansions of the streamwise and cross-stream velocity
profiles read

Ûc(η) = Uc|η=0 +η
∂Uc

∂η

∣∣∣∣
η=0

+
η2

2
∂ 2Uc

∂η2

∣∣∣∣
η=0

(4.29)
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and

V̂c(η) = Vc|η=0 +η
∂Vc

∂η

∣∣∣∣
η=0

+
η2

2
∂ 2Vc

∂η2

∣∣∣∣
η=0

. (4.30)

When a cross-stream profile is defined by means of a second order ap-
proximating function (three fitting coefficients), three boundary condi-
tions need to be applied in order to uniquely define the velocity profile.
The cross-stream gradients are approximated by means of the cross-
stream length scale δτ

Ũc
∣∣
η=0 =Uc ,

∂Ũc

∂η

∣∣∣∣
η=0

=
∂Uc

∂η
=−Uc

δτ
and

∂ 2Ũc

∂η2

∣∣∣∣
η=0

=
∂ 2Uc

∂η2 =
Uc

δ 2
τ

(4.31)
so that the Taylor approximation of the cross-stream profile of the
streamwise carrier phase velocity may be described by

Ûc(η) = Uc

(
1− η

δτ
+

η2

2 δ 2
τ

)
. (4.32)

With the continuity assumption utilized in equations (4.26) and (4.28),
the approximated cross-stream velocity close to the DSZ (|η | ≤ δτ )

V̂c(η) = 0−η
(

∂Uc

∂ξ
+

Uc

ξ

)

− η2

2

[
∂ (Uc

δτ
)

∂ξ
+

1
ξ

∂Uc

∂η
− 1

ξ tanθ

(
∂Uc

∂ξ
+

2 Uc

ξ tanθ

)] (4.33)
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may be expressed by means of the center line streamwise velocity

V̂c(η) = −η
∂Uc

∂ξ

[
1− η

2

(
1
δτ

+
1

ξ tanθ

)]

− η
ξ

Uc

[
1−η

(
1

2δτ
+

1
ξ tanθ

)]
− η2

2 δ 2
τ

Uc
∂δτ

∂ξ
.

(4.34)

Integrated momentum equation

The Taylor approximation Ûc (eq.(4.32)) is now inserted into the indi-
vidual terms of eq. (4.16)

∂Ûc

∂ t
=

∂Uc

∂ t

(
1− η

δτ
+

η2

2 δ 2
τ

)
+Uc

η
δ 2

τ

(
1− η

δτ

)
∂δτ

∂ t
(4.35)

∂Ûc

∂ξ
=

∂Uc

∂ξ

(
1− η

δτ
+

η2

2 δ 2
τ

)
+Uc

η
δ 2

τ

(
1− η

δτ

)
∂δτ

∂ξ
(4.36)

∂Ûc

∂η
= −Uc

δτ

(
1− η

δτ

)
(4.37)

∂ 2Ûc

∂η2 =
Uc

δ 2
τ

(4.38)

and the corresponding products of eq. (4.16) are formed.

Ûc
∂Ûc

∂ξ
= Uc

{
∂Uc

∂ξ

[
1−2

η
δτ

+2
(

η
δτ

)2

−
(

η
δτ

)3

+
1
4

(
η
δτ

)4
]

+
Uc

δτ

η
δτ

∂δτ

∂ξ

[
1−2

η
δτ

+
3
2

(
η
δτ

)2

− 1
2

(
η
δτ

)3
]}

(4.39)
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V̂c
∂Ûc

∂η
= Uc

η
δτ

(
∂Uc

∂ξ
+

Uc

ξ

) [
1− 3

2
η
δτ

+
1
2

(
η
δτ

)2

− η
ξ tanθ

(
1− η

δτ

)]

− η2

2ξ δτ tanθ
Uc

∂Uc

∂ξ

(
1− η

δτ

)
+

η2

2δ 3
τ

U2
c

∂δτ

∂ξ

(
1− η

δτ

)
(4.40)

As a result of the Taylor approximation, the gradients at the DSZ
boundary ∂Uc

∂ t , ∂Uc
∂ξ and Uc are expressed independent from the η coor-

dinate in the vicinity of the DSZ.
The dependence of the terms contributing to the streamwise momen-
tum equation (4.16) on the cross-stream coordinate η is eliminated by
integration over the cross-stream direction.

δτ∫
0

∂Ûc

∂ t
dη =

2
3

δτ
∂Uc

∂ t
+

1
6

Uc
∂δτ

∂ t
(4.41)

δτ∫
0

(
Ûc

∂Ûc

∂ξ

)
dη =

7
15

δτ Uc
∂Uc

∂ξ
+

13
120

U2
c

∂δτ

∂ξ
(4.42)

δτ∫
0

(
V̂c

∂Ûc

∂η

)
dη = δτ Uc

(
∂Uc

∂ξ
+

Uc

ξ

) (
1
8
− 1

12
δτ

ξ tanθ

)

− 1
24

δ 2
τ

ξ tanθ
Uc

∂Uc

∂ξ
+

1
24

U2
c

∂δτ

∂ξ
(4.43)

δτ∫
0

(
ν

∂ 2Ûc

∂η2

)
dη =

Uc ν
δτ

(4.44)
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Transient two-phase boundary layer (ttBL)

Insertion of the above terms into the integrated form of the streamwise
momentum equation (4.16) leads to

δτ
∂Uc

∂ t
+

1
4

Uc
∂δτ

∂ t
+δτ Uc

∂Uc

∂ξ

(
71
80

− 3
16

δτ

ξ tanθ

)

+δτ
U2

c

ξ

(
3
16

− 1
8

δτ

ξ tanθ

)
+

9
40

U2
c

∂δτ

∂ξ
=

3
2

Uc ν
δτ

(4.45)

or (solved for ∂δτ
∂ t )

∂δτ

∂ t
+

4 δτ

Uc

∂Uc

∂ t
+δτ

∂Uc

∂ξ

(
71
20

− 3
4

δτ

ξ tanθ

)

+δτ
Uc

ξ

(
3
4
− 1

2
δτ

ξ tanθ

)
+

9
10

Uc
∂δτ

∂ξ
=

6 ν
δτ

.

(4.46)

This is an equation quantifying the local rate of change ∂δτ (ξ , t)
∂ t and

therefore constitutes a transient, one-dimensional transport equation
for the cross-stream length scale. The individual contributions intro-
duced in equations (4.12) and (4.13) may now be identified. By means
of the opening angle θ , it accounts for the geometry of a hollow cone.
It covers for streamwise gradients in both the length scale measure δτ
and the velocity Uc as well as for the acceleration due to drag with the
dispersed phase.

The contributions of the overall rate of change of local length scale
initially described in equations (4.12) and (4.13) may now be identi-
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fied:(
∂δτ

∂ t

)(exen)

=− 4 δτ

Uc

∂Uc

∂ t
, (4.47)

(
∂δτ

∂ t

)( ∂Uc
∂ξ )

=− 71
20

δτ
∂Uc

∂ξ
− 9

10
Uc

∂δτ

∂ξ
, (4.48)(

∂δτ

∂ t

)(cone)

=−δτ
Uc

ξ

(
3
4
− 1

2
δτ

ξ tanθ

)
+

3
4

∂Uc

∂ξ
δ 2

τ
ξ tanθ

,

(4.49)(
∂δτ

∂ t

)(µ)

=
6 ν
δτ

. (4.50)

4.3.4 ttBL model assessment

The proposed boundary layer model is designed to describe the tran-
sient response of the two-phase jet resulting from the injection of liq-
uid fuel into air. The physical validity of the derived model equations
is assessed in this section.

Analogies

At first sight, the proposed model shows similarities to classical bound-
ary layer models as summarized in [108]: It is derived by cross-stream
integration and it contains a boundary layer thickness in the resulting
transport equation.
On the other hand, it shows clear differences to the classical integral
methods: First of all, it does not exploit self-similarity, neither in space
nor time. It describes the transient response of the local length scale δτ
to boundary condition changes. Also, no boundary layer integral mo-
mentum or mass flux is transported by means of a conservation equa-
tion. Only the transport equation for the evolution of the local length
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scale is described. The integral over the approximated streamwise mo-
mentum equation is only utilized in the course of its derivation.
In order to compare the proposed model to the classical boundary layer
method, the integrals of mass and momentum based on the assumed
velocity profile are derived in appendix B: For the plane 2D case, in-
tegral equations of mass and momentum contained within a boundary
layer of thickness δ and with a presumed cross-stream velocity pro-
file according to equation B.12 are assessed. The form and discussion
of both the steady state integrals (equations B.14 and B.15) as well
as their transient contributions (equations B.20 and B.21) support the
validity of the proposed transport equation of the cross-stream length
scale δτ (equation 4.46).

Variable local length scale

An other challenge of the model is to accept the concept of transport-
ing a non-sensible and non-conserved quantity such as a local length
scale as opposed to conserved variables like mass or energy. Neverthe-
less, the transport of non-conserved quantities is well accepted in other
fields of fluid mechanics, e.g. the transport of a rate of dissipation of
turbulent kinetic energy in the k-ε turbulence model.

The feasibility of the proposed transport equation (4.46) is discussed
in the following section.

Presumed cross-stream velocity profile

The carrier phase velocity in the vicinity of the dense spray zone
(DSZ) is modeled as a function of the flow characteristics inside the
dense spray zone: The carrier phase velocity Ûc(η) in the vicinity of
the DSZ is approximated in terms of the DSZ carrier phase velocity
Uc.

Ûc(η) = Uc

(
1− η

δτ
+

η2

2 δ 2
τ

)
(4.32)
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For the approximation of the cross-stream velocity profile Û(η), three
boundary conditions at the presumed center line position are applied,
see eq. (4.31).

At the position η = δτ , the approximated (modeled) cross-stream ve-
locity profile Û(η) according to eq. (4.32) produces the velocity Ûc(η =
δτ) = Uc/2 and the velocity gradient ∂Ûc(η=δτ )

∂η = 0. The same veloc-
ity profile is obtained if in eq. (4.31), the third boundary condition
∂ 2Ũc
∂η2

∣∣∣
η=0

= ∂ 2Uc
∂η2 = Uc

δ 2
τ

is substituted by ∂Ũc
∂η

∣∣∣
η=δτ

= 0.

So in terms of the 2D streamwise momentum equation

∂Ũc

∂ t
+Ũc

∂Ũc

∂ξ
+Ṽc

∂Ũc

∂η
= ν

∂ 2Ũc

∂η2 , (4.16)

the approximated velocity profile Û(η) (eq. (4.32)) has two major
characteristics:

• Because ∂Ũc
∂η

∣∣∣
η=δτ

= 0, the streamwise momentum transport at

the boundary η = δτ is independent from the magnitude of the
approximated cross-stream velocity V̂ (η = δτ): (V̂ ∂Û

∂η )
∣∣∣
η=δτ

=

0

• As a consequence from the choice of a second order approxima-
tion, the cross-stream diffusion rate of the approximated stream-
wise momentum is modeled to be constant throughout the bound-
ary layer: ∂Ûc

∂η = Uc/δτ . Its magnitude is solely determined by
the local boundary layer thickness δτ and the DSZ velocity Uc.

The two major properties mentioned above indicate that the choice of
the presumed cross-stream velocity profile according to eq. (4.32) is
well suited for cross-stream integration as presented in section 4.3.3.
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Hollow cone geometry

Due to the hollow cone geometry, tanθ may only take on values within
the bounds 0 < tanθ ≤ π/2. Because θ appears in the denominator,
θ → 0 has to be excluded from the scope of validity of equation (4.46).
In the context of the flow induced by the hollow cone injection, gen-
erally θ ≈ 40o.

The cone opening angle θ only influences the cross-stream length
scale transport when the boundary layer length scale δτ is of the or-
der of the streamwise coordinate ξ . This condition is fulfilled only for
comparatively small values of ξ , i.e. the influence of the cone opening
angle θ is restricted to regions very close to the injector symmetry line.
Far away from the injector symmetry line (ξ � δτ ), the terms contain-
ing the cone opening angle θ may be neglected and equation (4.46)
simplifies to

∂δτ

∂ t
+4

δτ

Uc

∂Uc

∂ t
+

71
20

δτ
∂Uc

∂ξ
+

3
4

δτ Uc

ξ
+

9
10

Uc
∂δτ

∂ξ
= 6

ν
δτ

.

(4.51)
In regions very far away from the injector symmetry line (ξ → ∞,
where consequentially also ξ � δτ ), the flux due to the cone term
(δτ Uc)/ξ may be neglected too and equation (4.51) reduces to

∂δτ

∂ t
+4

δτ

Uc

∂Uc

∂ t
+

71
20

δτ
∂Uc

∂ξ
+

9
10

Uc
∂δτ

∂ξ
= 6

ν
δτ

(4.52)

which corresponds to the plane 2D case.

If in equation (4.52), the center line velocity Uc is in a steady state con-
dition ( ∂Uc

∂ t = 0) and streamwise gradients of both streamwise velocity
Uc and boundary layer thickness δτ are negligible ( ∂ (∗)

∂ξ = 0), then the
local boundary layer length scale grows only due to diffusion effects
characterized by the momentum diffusion coefficient ν .
The terms in equation (4.52) containing streamwise gradients ∂ (∗)

∂ξ lead
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to a local increase in cross-stream length scale when they are negative.
Because δτ is positive by definition and generally due to the definition
of the streamwise velocity Uc (see figure 4.8), also Uc ≥ 0, negative
streamwise gradients ∂ (∗)

∂ξ < 0 cause the local boundary layer to grow.
According to (4.52), a local carrier phase acceleration – e.g. due to
drag with an injected dispersed phase – causes the cross-stream length
scale to shrink.∗∗

In the case of negligible diffusion and in globally steady state condi-
tions ( ∂ (∗)

∂ t ), equation (4.52) may be integrated to yield a relation of
δτ(ξ ) and Uc(ξ ) within the field depending on their prescibed bound-
ary conditions δ (in j)

τ = δτ(ξ0) and U (in j)
c = Uc(ξ0), e.g at the injector

exit location

U(ξ ) = U (in j)

(
δτ(ξ )

δ (in j)
τ

)− 18
71

. (4.53)

Condition δτ Uc Mp Up

Initial 500µm 0.1m/s 0.001g 0.1m/s
Injection 20µm n/a 16.67g/s 200m/s

Table 4.2: Initial and injection boundary conditions
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4.3.5 Numerical scheme and boundary conditions

For the implementation of the proposed model, a finite-difference de-
scription is applied. The one-dimensional space is resolved by a com-
putational grid with a non-equidistant distribution of points. Spatial
gradients are calculated as centered differences of second order of ac-
curacy with the help of Fornberg’s formulas [54, 55]. Temporal inte-
gration is conducted with an simple Euler forward method.

The injection velocity U (in j) as well as temperature T (in j) are specified
directly. The dispersed phase mass density M(in j)

p present at the in-
jection node is calculated from the injected fuel mass flow rate ṁ(in j).
During a time increment δ t, a mass increment δm(in j)

p = ṁ(in j) δ t is in-
jected. At the prescribed injection velocity U (in j)

p , it will be transported
over a length increment δξ = U (in j)

p δ t. The resulting dispersed phase
mass concentration present at the injection inlet is thereby defined as

Mp =
δm(in j)

p

δξ
=

ṁ(in j)
p

U (in j)
p

. (4.54)

Initial and boundary conditions are listed in table 4.2. If not stated
otherwise, the “injection” boundary conditions for the carrier phase
are equal to the initialization state. At the downstream boundary, a
zero gradient boundary condition is applied.

For the characteristic cross-steam length scale δτ , the condition at the

∗∗ If ∂Uc
∂ t from equation (4.21) is inserted into (4.46), an alternative conservation

equation for the cross-stream length scale δτ is obtained.

∂δτ
∂ t

+
9

10
Uc

∂δτ
∂ξ

= δτ
∂Uc

∂ξ

(
9

20
+

3
4

δτ
ξ tanθ

)

+δτ
Uc

ξ

(
13
4

+
1
2

δτ
ξ tanθ

)
+

2ν
δτ
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injector position is assumed to be of the scale of the injector maximum
opening of approximately 20 µm, see page 56. Initially, velocity gra-
dients are negligible. This corresponds to a large cross-stream length
scale. The value in table 4.2 is chosen arbitrarily. The development of
the two-phase boundary layer is not sensitive to the initialization value
for the cross-stream length scale.

4.3.6 Results

In order to distinguish carrier phase internal effects from two-phase
effects, the model assessment is subdivided into different sections:
Changes in boundary layer thickness due to momentum conservation
within the carrier phase are discussed in section 4.3.6.1. The influ-
ence of carrier phase acceleration due to drag with the dispersed
phase is assessed in section 4.3.6.2. Moreover, the influence of global
carrier phase density on spray penetration and boundary layer thick-
ness is outlined in section 4.3.6.3. The temporal development of the
two-phase boundary layer (ttBL) model is evaluated applying constant
global thermodynamic conditions for the gas phase, i.e. constant car-
rier phase density during injection and constant temperature and pres-
sure in the far field environment of the DSZ.

4.3.6.1 Transient single phase boundary layer (tBL)

In this section, the temporal development of the boundary layer length
scale due to the convective and diffusive terms in equation (4.46) is
investigated.

Several injection and boundary conditions are applied in order to ex-
plore different physical effects. Appropriate values for δτ at the injec-
tion outlet are given in section 4.3.5.
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The model accurately describes a shear layer induced by a wall sud-
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Figure 4.9: Temporal evolution of the boundary layer thickness of a wall
suddenly set into motion; analytical (continuous line) and nu-
merical solution from the ttBL model (circles)
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Figure 4.10: Single phase boundary layer evolution due to a fixed nega-
tive streamwise velocity gradient ∂Uc

∂ξ = −103 1/s = const.:
plane 2D flow (left) and hollow cone flow (right); initial state
at t0 = 0s (continuous line), intermediate state at t1 = ∆t
(dash-dotted line), and final state at t2 = 2 ·∆t (dashed line);
∆t = 110µs
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denly set into motion: Due to momentum diffusion, the initially very
small boundary layer thickness grows (figure 4.9). The numerically
obtained values reproduce the analytical solution from eq. (2.16). A
single phase injection may not be described with the presented model
since the shape of the assumed gas phase velocity profile is not an S
shape.

In order to study the effect of the carrier phase velocity gradient on
the local rate of change of boundary layer thickness, acceleration of
the carrier phase due to drag with the dispersed phase is completely
suppressed here: A temporarily constant carrier phase velocity field
Uc(t) = const. is applied (single phase boundary layer). Also, the
“injection” boundary condition for the carrier phase boundary layer
thickness is set constant: δ (in j)

τ (ξ = 0, t) = δ (in j)
τ (x = 0, t) = const. At

the right boundary, the Neumann boundary condition ∂δτ (ξ=max)
∂ξ = 0

is applied. Note that cross-stream diffusion is also neglected here.

The boundary layer of a steady single phase jet is illustrated in fig-
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Figure 4.11: Hollow cone boundary layer thickness evolution in a constant
velocity field Uc = 100m/s starting from δτ(t = 0) = 0.1mm:
Effect of the cone terms in equation (4.46); consecutive time
steps of width ∆t = 28µs
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ure 4.10 for two successive instances in time starting from an initial
flow state. The shape of the applied negative velocity gradient ∂Uc

∂ξ < 0
corresponds to the widening of a single phase jet with increasing pen-
etration depth (decrease of the cross-stream maximum velocity).
In the plane 2D case, the negative velocity gradient causes “trans-
port”†† of δτ towards the right and leads to local accumulation of δτ ,
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Figure 4.12: Boundary layer growth due to convection and diffusion: plane
2D flow (top) and hollow cone flow (bottom); consecutive time
steps of width ∆t = 120µs (compare figure 4.10)

†† Equation (4.46) describes the temporal rate of change due to convection and
diffusion. Due to the averaging procedure applied while deriving the equation in
section 4.3.3, the dependent variable δτ is not conserved and equation (4.46) does
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e.g. at streamwise positions x > 12mm at time t2 (left plot in fig-
ure 4.10). In the region x < 12mm, the convective fluxes approxi-
mately cancel each other out (|71

20 δτ
∂Uc
∂ξ | ≈ | 9

10 Uc
∂δτ
∂ξ |) and conse-

quentially, a local steady state ∂δτ
∂ t = 0 is reached.

For hollow cone flow, the plot of δτ in the right graph of figure 4.10
indicates that the cone terms in equation (4.46) cause a faster decrease
in boundary layer thickness than the plane 2D case when the same
velocity field is applied. The cone terms are particularly large in mag-
nitude in the region close to the injection outlet (ξ < 18mm at t = t2),
where ξ → 0. Among the cone terms in equation (4.46), the term
(3

4 δτ
Uc
ξ ) is dominant because it is of the lowest order with respect to

the cross-stream length scale δτ .

The contribution of the cone terms in equation (4.46) to the cross-
stream length scale evolution for a conic 2D flow configuration is illus-
trated in figure 4.11. A constant gas velocity field Uc(ξ , t) = 100m/s
is applied. Starting from the global initial condition δτ =0.1mm, the
boundary layer thickness decreases in time. When a steady state is
locally reached, the shape of the boundary layer thickness profile is
proportional to 1/ξ (which is due to the portion of equation (4.46)
termed “cone”.

Up to now, diffusive growth of the boundary layer was suppressed.
The contribution of the diffusive terms in equation (4.46) is presented
in figure 4.12. The “injection” condition δ (in j)

τ (ξ = 0) = 5µm and the
temporarily constant carrier phase velocity field ∂Uc(t)

∂ t = const. are
applied.
Strong diffusive fluxes occur due to the small boundary layer scale of
order O (δτ) = 10 to 100µm. In the case of the hollow cone flow (
bottom row of figure 4.12), they even outperform the local decrease of

not constitute a conservation equation for δτ . As a consequence, δτ is not transported
in a conservative sense although obviously, δτ locally changes due to streamwise
gradients in the flow direction.
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4.3 Momentum conservation

δτ due to the radial terms in equation (4.46).

4.3.6.2 Transient two-phase boundary layer (ttBL)

In this section, the evolution of the cross-stream length scale due to
the two-phase term in equation (4.46) resulting from carrier phase ac-
celeration due to drag with the dispersed phase is investigated.

The initial and injection boundary conditions applied to the flow cal-
culations presented in this section are listed in table 4.2 on page 128.

The dispersed phase mass is injected at U (in j)
p = 200m/s into initially

quiescent air. The high slip velocities between both phases lead to
strong momentum exchange. Consequentially, the carrier phase is ac-
celerated and the injected dispersed phase is decelerated.
Due to the radial widening of the injected hollow cone sheet, the dis-
persed phase bulk density decreases with increasing penetration depth
(increasing ξ ). Because the particle velocity decreases along increas-
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Figure 4.13: Evolution of dispersed phase mass (left) and velocity profiles
(right) due to injection of a dispersed phase hollow cone sheet:
flow states initially (triangles), at t = 0.3ms (dash-dotted) and
at t = 0.5ms (dashed line); pc = 10bar
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ing ξ due to drag with the carrier phase, dispersed phase mass Mp is
accumulated within the pressure chamber (figure 4.13 left).

The corresponding carrier phase profiles of boundary layer thickness
δτ and velocity Uc are displayed in figure 4.14a. Inspite of the large
density ratio ρp/ρc � 1, an acceleration of the carrier phase to val-
ues comparable to the dispersed phase velocity is prevented by the
shear force acting on the carrier phase center line velocity, which is
of the same order of magnitude as the inter-phase drag force (see fig-
ure 4.15‡‡ and equation (4.25)).

When injected particles first accelerate the carrier phase, the initially
broad carrier phase boundary layer shrinks considerably (figure 4.14a
left). This is due to the acceleration term in equation (4.46). When
carrier phase acceleration is not taken into account in equation (4.46),
the boundary layer cross-stream length scale evolves as displayed in
figure 4.14b (left): The positive velocity sign and the boundary condi-
tion δ (in j)

τ lead to a decrease close to the injection outlet (ξ = 0). The
negative velocity gradient causes accumulation of δτ downstream of
the injection outlet. And momentum diffusion initiates a small bound-
ary layer growth in the region 20mm < ξ < 30mm.

The injection induced two-phase flow states presented in this sec-
tion indicate that the major part of the two-phase boundary layer is
in a steady state flow condition as soon as the front of the injected
dispersed phase has passed (as supported by the congruent profiles
between the two presented flow states). Only the transported cross-
stream length scale slightly increases after the spray front has passed
(see e.g. figure 4.14a).

In figure 4.16, the liquid mass distribution during the injection process

‡‡ Close to the injection outlet, the carrier phase velocity is prescribed by the
boundary condition. Therefore the force equilibrium between drag and shear is not
maintained here. So the mismatch at the injection position in figure 4.15 stems from
the applied boundary condition.
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Figure 4.14: Evolution of carrier phase boundary layer thickness field due
to dispersed phase injection according to equation (4.46);
pc = 10bar; t = 0.3ms (dash-dotted) and 0.5ms (dashed line)
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Figure 4.15: Evolution of drag and shear forces corresponding to the car-
rier phase flow states presented in figure 4.14a; pc = 10bar;
t = 0.3ms (dash-dotted) and 0.5ms (dashed line)

resulting from the ttBL model is compared to the CFD results. The
liquid volume fraction profiles both at the center line and the sector
average are plotted along the injection direction. The profiles are nor-
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Figure 4.16: Comparison of CFD and ttBL model results: Normalized dis-
tribution of liquid mass density (triangles) according to fig-
ure 4.13, sector averaged volume fraction (diamonds) accord-
ing to figure 4.5 and center line volume fraction (squares) ac-
cording to figure 3.10 along the main injection direction ξ ;
pc = 10bar; flow states at t = 0.3ms (left) and t = 0.5ms (right)
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malized to their inlet value.
The penetration depth as the primary measure for the cold two-phase
flow is predicted accurately by the ttBL model although the maximum
gradient at the spray front is not as well captured as in the CFD case.
Within the spray, more liquid mass accumulation may be observed
with the ttBL model. The flatter profiles resulting from CFD are
caused by the induced secondary vortices outside the dense spray zone,
which support streamwise transport of liquid mass. This effect is not
contained in the ttBL model.

4.3.6.3 Chamber pressure dependence

When the engine is operated in stratified mode, fuel is injected late
during the compression stroke. Consequently, the injection induced
two-phase flow experiences varying global thermodynamic conditions.
Therefore, the behavior of the ttBL model at different (constant) levels
of gas phase density is studied in this section.

The penetration behavior of the hollow cone fuel jet was measured ex-
perimentally at constant chamber temperature Tcyl = 300K at different
pressure levels (see section 3.2.1 [98]). For these pressure levels, the
flow states resulting from the ttBL model are displayed in figure 4.17.
With increasing pressure, the penetration length of fuel decreases and
consequently, a shorter streamwise portion of the carrier phase bound-
ary layer is affected by the injection.

Because of the increased carrier phase density, momentum exchange
is more intense per unit volume: The gas phase is able to take on
higher amounts of momentum from the dispersed phase. As a conse-
quence, the maximum equilibrium carrier phase velocities close to the
injection outlet increase with increasing pressure. Note that among the
forces acting on the gas phase, the inertial force is much smaller than
the shear and drag forces during injection and thus negligible.
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Figure 4.17: Carrier phase cross-stream length scale and velocity fields de-
pending on carrier phase pressure
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4.4 Evaporation

In the previous section, the concept of a transient two-phase boundary
layer (ttBL) was applied to a cold flow which results from injection
of liquid fuel into air. The model was validated against experimental
data of hollow cone injection process in cold conditions with negligi-
ble evaporating fuel mass.
The accuracy of the ttBL model describing cold transient two-phase
flows (section 4.3) suggests to apply the concept also to evaporation.
Neither experimental nor computational data of the hot transient two-
phase boundary layer and the resulting evaporating mass flux are avail-
able for the hollow cone injection process. Nevertheless, the ttBL
model theory for heat exchange and fuel species diffusion across the
transient boundary layer is presented here and the plausibility of model
results is assessed.

Figure 4.18: Diffusive transport of heat and fuel vapor mass across the DSZ
boundary layer; sketch
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Consider a boundary layer of thickness δ resulting from injection of
liquid fuel into a combustion chamber according to figure 4.18:
The evaporation of the injected liquid fuel is determined by the aver-
age thermodynamic state of the gas within the cylinder (pcyl and Tcyl).
Across the DSZ boundary layer, both heat and fuel vapor mass are
transported diffusively normal to the main injection direction. For
the diffusive heat flux Π(di f f )

c , the driving potential is defined by the
temperature difference between the mean gas temperature within the
cylinder Tcyl and the gas phase temperature at the DSZ Tc. This tem-
perature Tc is modeled to be identical to the far field temperature T∞,
which defines the diffusive transport of fuel species mass away from
the saturated liquid droplet surface in Spalding’s evaporation model.
The liquid droplet temperature Tp equals the wet bulb temperature
T (wb).
In the same manner, the diffusive mass flux Γ(di f f ) of fuel species
mass across the boundary layer is approximated. The species concen-
tration Yc at the DSZ is again modeled to equal the far field species
concentration Y∞ at the droplet level. Fuel species diffusion across the
DSZ boundary layer is defined by the difference between the average
fuel vapor species concentration YF,cyl within the cylinder and the fuel
species mass fraction Yc within the DSZ. YFs is the saturated film mass
fraction at the droplet surface. In this section, the cylinder thermody-
namic state is kept constant and the average fuel species concentration
within the cylinder YF,cyl is assumed to be zero (i.e. the mass of air
contained in the cylinder reservoir is assumed to be much larger than
the injected fuel mass).

Fuel mass fraction transport & saturation state

Since the specific carrier phase mass within the DSZ is equal to the
specific gas phase mass at the DSZ interface ρ(DSZ)

c , the volume spe-
cific fuel vapor mass MF within the DSZ carrier phase mass is defined
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4.4 Evaporation

by the fuel species mass fraction

YF =
MF

ρ(DSZ)
c

. (4.55)

The conservation of fuel vapor mass MF is accounted for by a transport
equation for the average fuel mass fraction YF adjacent to DSZ:

∂YF

∂ t
+

∂ (YF Uc)
∂ξ

+
YF Uc

ξ
=

1

ρ(DSZ)
c

(
Γ(evap)−2 ·Γ(di f f )

)
︸ ︷︷ ︸

Γ(net)

. (4.56)

Note that the gas phase density within the dense spray zone ρ(DSZ)
c

was assumed to be constant (see section 4.3.3). The factor in the RHS
denominator accounts for the fact that the DSZ is surrounded by two
adjacent carrier phase boundary layers.

According to the physics of evaporating isolated droplets and droplet
clouds discussed in detail section 3.1.3, the source term Γ(evap) in
eq. (4.56) accounting for evaporating of fuel mass is derived from the
flow rate of evaporating fuel mass at the surface of an isolated droplet

Γ(evap)
iso = −ρp

∂ (π
6 D3

p)
∂ t

=
π
4

ρp Dp βSpald . (3.18)

According to eq. (3.19), the mass flow rate Γ(evap) of Np evaporating
dispersed particles per unit volume is

Γ(evap) = −ρp
∂αp

∂ t
=

3
2

βSpald

D2
p

Mp (4.57)

where βSpald = 8 ρFs
ρp

DFs ln(1 + BM) and BM = (YFs −YF)/(1−YFs).
The saturation fuel vapor mass fraction is calculated from the partial
pressure ps of saturated fuel vapor mixture, which is obtained from
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the Clausius-Clapeyron relation

YFs =
psMs

psMs +(pc − ps)ρ
(DSZ)
c

and ps = pre f ·exp
{

∆hv

Rs

(
1

Tre f
− 1

Tp

)}
.

(3.17)

The source term Γ(di f f ) in eq. (4.56) accounts for the gross diffusive
fuel vapor mass flux ṀFη normal to the main injection direction. For
its approximation it is assumed that outside of the DSZ region, the fuel
mass concentration is close to zero (YF∞ = 0) and that the density

Γ(di f f )
F = −ρ(DSZ)

c DF
∂YF

∂η
≈ ρ(DSZ)

c DF
YF −YF,cyl

δ (spec)
τ

. (4.58)

The length scale δ (spec)
τ characterizing the cross-stream species gradi-

ent is assumed to be proportional to the momentum diffusion length
scale δτ . The proportionality is approximated by means of the Schmidt
number

Sc =
νc

DF
≈ δτ

δ (spec)
τ

, (4.59)

so that the species diffusion source term is

Γ(di f f )
F ≈ ρ(DSZ)

c Sc DF
YF −YF,cyl

δτ
. (4.60)

The evaporating mass flow rate is limited by both the saturation state
and the fuel species diffusion across the boundary layer. Therefore, the
maximum source term for the effective fuel vapor mass flux is defined
as

Γ(e f f ) = min
{

Γ(evap) ; 2 Γ(di f f )
F

}
. (4.61)

The factor “2” stems from the fact that the hollow cone sheet is ex-
posed to two adjacent boundary layers.
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Energy conservation

The temperatures of both phases have to be estimated by the conser-
vation of the volume specific internal energy (e = ρ cv T )

∂e
∂ t

+
∂ (e u)

∂ξ
+

e u
ξ

= − ∂
∂ξ

(
λc

∂T
∂ξ

)
+Πe , (4.62)

with the source term Πe accounting for energy consumption during
evaporation. Because of the dominant convective effects occurring
within the DSZ during the injection process, the streamwise diffusion
of thermal energy is neglected. Also the thermal energy production
due to viscous dissipation is assumed to be small and neglected in the
following. Thus, if the heat capacities are assumed to be constant,
the dispersed phase energy conservation equation reduces to a simple
convection-diffusion equation for the temperature

∂ (Mp Tp)
∂ t

+
∂ (Mp Tp Up)

∂ξ
+

Mp Tp Up

ξ
=

Πp

Cp
, (4.63)

The carrier phase energy conservation equation incorporates the tem-
perature diffusive energy flux due to the difference between the DSZ
(Tc) and the undisturbed cylinder environment (Tcyl)

∂Tc

∂ t
+

∂ (Tc Uc)
∂ξ

+
Tc Uc

ξ
=

1

ρ(DSZ)
c Cv,c

(
2 ·Π(di f f )

c −Πp

)
. (4.64)

The heat instantaneously consumed from the evaporating mass flux
Γ(evap) is

Πp = Γ(evap) ∆hv . (4.65)

The cross-stream diffusion flux of carrier phase energy close to the
DSZ is approximated from the difference in carrier phase temperature
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between the DSZ Tc and the reservoir outside of the DSZ Tcyl:

Π(di f f )
c = λ (e f f )

c
∂Tc

∂η
≈ λ (e f f )

c
Tcyl −Tc

δ (th)
τ

. (4.66)

The temperature gradient at the DSZ boundary is approximated by the
thermal length scale δ (th)

τ

∂Tc

∂η
≈ Tcyl −Tc

δ (th)
τ

. (4.67)

The thermal length scale δ (th)
τ characterizes the cross-stream temper-

ature gradient. It is modeled to be proportional to the velocity gradi-
ent length scale δτ . As proportionality factor between the two length
scales δτ and δ (th)

τ , the proportionality between the diffusion coeffi-
cients of momentum νc and thermal energy λc may be expressed by
means of the Prandtl number

Pr =
ρc Cp νc

λc
≈ δτ

δ (th)
τ

, (4.68)

so that the diffusion source term reads

Π(di f f )
c ≈ Pr λ (e f f )

c
Tcyl −Tc

δτ
. (4.69)

Flux analysis and physical simplifications

In the following, the orders of magnitude of the source terms account-
ing for the conservation of species (Γ(evap) and Γ(di f f )

F ) and energy
(Π(di f f )

c and Πp) are assessed.
Starting from the fully transient description of the droplet heat-up and
evaporation process, the dilute spray assumption is shortly discussed,
and a third way accounting for the dense spray modeling approach is
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presented.

If the complete transient behavior of the two-phase system is to be
described, the energy exchange at the droplet surface has to be re-
solved [116]. Then, the heat transfer rate towards an isolated droplet

Q̇(iso)
HE =

Nu λ
Dp

πD2
p︸︷︷︸

Ap

(Tc −Tp)

leads to the total volume specific heat transfer rate (utilizing Mp =
Np

π
6 D3

p)§§

Q̇HE = Q̇(iso)
HE Np =

6 Mp Nu λ
ρpD2

p
(Tc −Tp) .

Because the specific enthalpy of liquid fuel is much smaller than its
specific latent heat, the droplet heat-up process occurs much faster
than the total evaporation process [73]. So for the total evaporation
process, a thermal equilibrium within the DSZ may be assumed and
transients in the heat transfer at the droplet surface are therefore ne-
glected. If the two-phase mixture is locally in thermal equilibrium, the
similarity assumption between heat and mass diffusion at the droplet
surface is valid so that the temperature difference between both phases
is given by the fuel vapor mass diffusion potential at the droplet sur-

§§ For the non-dimensional heat transfer coefficient (Nusselt number) at the
droplet surface, experimental correlations of spheres exposed to forced convective
flow have been derived. For the present approximation, a simplified heat transfer law
is adopted [99]:

Nu = 2+
(

0.4 Re
1
2
p +0.06 Re

2
3
p

)
Pr

2
5
c . (4.70)

The carrier phase Prandtl number is set to Prc = 0.7.
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face (see section 3.1.3)

T (wb) = Tp = Tc − ∆hv

Cv
BM . (3.22)

The amount at which the temperature of one phase is affected by evap-
oration process depends on the ratio of enthalpy densities (ρ pCp/(ρc Cv)
between dispersed and carrier phase. Since generally Cp/Cv � ρ p/ρc,
the mass density ratio ρ p/ρc is more relevant than the ratio of specific
heats.

If e.g. the evaporation at the surface of an isolated droplet is in-
vestigated (ρ p/ρc � 1, “dilute spray assumption”), the temperature
change in the carrier phase environment may be assumed to be smaller
than the temperature change of the droplet (corresponding to a com-
paratively big carrier phase internal energy capacity ρc Cv around the
droplet). In that case, the carrier phase temperature far away from the
droplet surface is assumed to be constant (Tc = T∞ = const., ∂Tc

∂ t =
0) and the mass diffusion potential (eq. (3.22)) defines the dispersed
phase temperature Tp.

By contrast, a local mass loading ρ p/ρc � 1 is observed within the
DSZ (“dense spray assumption”). So the dispersed phase experiences
a negligible temperature change (Tp = T (wb) = const., ∂Tp

∂ t = 0) and
the mass diffusion potential (eq. (3.22)) defines the resulting carrier
phase temperature Tc within the DSZ. This approach is adopted in the
coarse of this work.

Peclet model

The temporal development of the carrier phase temperature adjacent
to the DSZ depends on the ratio of the convective energy flux within
the DSZ Ė(conv) along the main injection direction ξ and the diffu-
sive energy flux Π(di f f )

c normal to the main injection direction. The
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streamwise convective energy flux adjacent to the DSZ

Ė(conv) = İc Cv,c Tc = ρc Uc Cv,c Tc (4.71)

corresponds to the carrier phase momentum flux İc = ρc Uc. The ratio
of the area specific energy fluxes resulting from diffusion Π(di f f )

c and
convection Ė(conv) is identified as a Peclet number for the carrier phase
mass adjacent to the DSZ

PeΠ =
Ė(conv)

Π(di f f )
c

=
δτ ρc Uc Cv,c

λ (e f f )
c

Tc

Tcyl −Tc
. (4.72)

Consider the limiting cases for a given temperature difference (Tcyl −
Tc) > 0 and finite material properties (Cv,c). At finite flow properties
(λ (e f f )

c ), PeΠ → 0 for Uc → ∞ (dominance of convective heat trans-
fer). On the other hand at limited Uc and effective thermal diffusivity
λ (e f f )

c → ∞, PeΠ → ∞ (dominance of diffusive heat transfer). The ef-
fective thermal diffusion coefficient subsumes the effects of thermal
diffusivity and mean convective transport due to turbulent fluctuations
within the carrier phase adjacent to the DSZ.

λ (e f f )
c = λc +ρc Cv,c νT (4.73)

When the temporal development of dispersed phase temperature is
characterized by small time scales, which are not intended to be re-
solved by the numerical integration scheme, the carrier phase temper-
ature msy be modeled to result from the local ratio between convective
and diffusive energy fluxes within the carrier phase as quantified by the
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local carrier phase Peclet number (eq. (4.72)) ¶¶

Tc −T (0)
c

Tcyl −T (0)
c

=
1

1+PeΠ
with T (0)

c = T (wb) +
∆hv

Cv,c
BM (4.74)

The original carrier phase temperature T (0)
c is the (apparent) carrier

phase environment temperature corresponding to the current local sat-
uration state within the DSZ in the case of zero convection (with the
wet bulb temperature T (wb) = Tp). Depending on the carrier phase
Peclet number, Tc varies between T (0)

c (dominance of the heat and
mass transfer equilibrium around the dispersed phase droplets, Pec →
∞) and Tcyl (dominance of carrier phase energy convection adjacent to
the DSZ, Pec → 0).

The energy source term accounts for the gain due to the dispersed
phase temperature change and the loss due to evaporating mass.

Πp = Mp Cp

(
∂Tp

∂ t

)(HE)

−Γ(evap) Cp Tp (4.75)

The carrier phase has to compensate both the dispersed phase tem-
perature change and the latent heat of the evaporating dispersed phase

¶¶ The utilization of a Peclet number to approximate the contribution of convective
and diffusive fluxes can also be applied to the fuel species transport:

PeΓ =
ṁ(conv)

Γ(di f f ) ≈ Uc

DF

δτ
YF −YF,cyl

with
YF −Y (0)

F

YF,cyl −Y (0)
F

=
1

1+PeΓ
.
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mass flux Γ(evap).

Πc = ρ(DSZ)
c Cv,c

(
∂Tc

∂ t

)(HE)

−Mp Cp

(
∂Tp

∂ t

)(HE)

−Γ(evap) ∆hv

(4.76)

This approach provides an alternative to the estimation of the carrier
phase temperature Tc within the DSZ. Nevertheless, the dense spray
assumption presented above is utilized in the following results section.

Results

In the following, the treatment of evaporation within the transient two-
phase boundary layer (ttBL) model proposed above is assessed.

In a two-phase boundary layer, the diffusive rate of heat transfer to-
wards and of evaporating fuel vapor species away from the jet center
is dominated by the characteristic cross-stream length scale. During
injection, the cross-stream length scale is predominantly the result of
momentum exchange between both phases and consequential (excess)
entrainment of carrier phase from the far field towards the jet center.
By contrast, the influence of the magnitude of the energy and mass
fluxes across the boundary layer on the development of the bound-
ary layer thickness is smaller than the influence of the boundary layer
thickness on the cross-stream diffusion fluxes. As a result, the interac-
tion of streamwise momentum transport with mass and energy cross-
stream transfer may be characterized as a one-way coupled system:
Momentum exchange does influence the evaporation process, and the
influence of evaporation on the local rates of momentum exchange is
negligible. For this reason, transient droplet cloud heat-up and evapo-
ration within the injection induced boundary layer is the focus of this
section, while the reverse mechanism is neglected.

The transient response of liquid phase temperature and fuel vapor
mass fraction (equations (4.56) and (4.63)) to the cross-stream dif-
fusion fluxes is studied in the following. In order to separate the
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diffusion contribution from fluxes due to temporal variations in the
cross-stream length scale (which are primarily caused by injection
induced momentum exchange), a constant streamwise profile of the
cross-stream length scale

δτ(x, t) = 0.1mm+0.002 · x and Uc(x, t) = 100m/s (4.77)

is assumed. The initial conditions for the temperatures of both phases
and the fuel species mass fraction are

t = 0 : Tp(t = 0) = 20 ◦C , Tc = T ∞
c (x, t) = 300 ◦C , and YF = 0 .

(4.78)
Figure 4.19 shows streamwise temperature profiles during evapora-

tion due to thermal diffusion from the comparatively warm “cylinder
infinity” environment towards the dense spray zone (DSZ). The satu-
ration state at the liquid surface is defined by the dispersed phase tem-
perature (infinite liquid conductivity model). Because of the zero gas
phase capacity within the DSZ, the temperature Tc instantaneously de-
creases to the corresponding gas phase equilibrium temperature. Be-
cause of the large temperature difference between liquid phase and the
environment (and the small cross-stream length scale which charac-
terizes the temperature gradient), thermal energy is transfered towards
the DSZ and the liquid phase starts warming up (figure 4.19a). The
streamwise gradient in the cross-stream length scale profile causes the
energy flux to be comparatively large in areas of small cross-stream
length scale, i.e. for x → 0.

As the liquid phase warms up, an equilibrium between thermal en-
ergy diffusion across the boundary layer and the evaporation process
is approached (figure 4.19b): At this thermodynamic state, the energy
flux diffusively transported towards the DSZ is equal to the latent heat
flux consumed by the evaporating mass flux (which is again defined
by the liquid phase temperature). Note that this state is dominated
by the “cylinder infinity” temperature T ∞

c and the influence of stream-
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wise gradients within the DSZ on the streamwise temperature profiles
ceases.
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Figure 4.19: Transient liquid phase warm-up and evaporation due to ther-
mal diffusion within the gas phase boundary layer: carrier
phase temperature (left) and liquid phase temperature (right);
pg = 10bar
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Figure 4.20 gives profiles of the saturation state and fuel species mass
fraction corresponding to the temperature profiles in figure 4.19b. Be-
cause of the exponential rise of the saturation pressure with the satu-
ration (liquid phase) temperature, evaporation is slow during the first
period of ∆t = 75µs. The maximum evaporation rate is defined by the
(maximum) saturation temperature which again depends on the global
gas phase temperature .

In figure 4.21, the evaporation process from the same initial condi-
tions but at a decreases cylinder pressure of pcyl = 1bar is depicted.
In comparison to the two states presented in figures 4.19 and 4.20
(pcyl = 10bar), the liquid phase warm-up is in an intermediate state
after 300µs: The temperature difference between liquid and carrier
phase is larger because of the increased Spalding diffusion potential
around the droplets. Even though the steady state saturated fuel vapor
species mass fraction at the decreased global pressure is increased and
the reached levels of Yf (t = 300µs) at both global pressures are com-
parable, the total evaporating mass flux is smaller at the lower pressure
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Figure 4.20: Resulting fuel species mass fractions of the saturated vapor YFs
(left) and DSZ mean YF (right) during liquid phase warm-up
and evaporation according to figure 4.19 (no species diffusion);
pg = 10bar
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level.

When thermal diffusion is neglected, the liquid phase temperature
cannot increase. The consequentially slow evaporation process leads
to low levels fuel species mass fraction within the time period of
300µs. The effect of the prescribed cross-stream length scale profile

0 10 20 30
50

100

150

200

250

300

T
c
  [°C]

x  [mm]

0 10 20 30
20

30

40

50

60

T
p
  [°C]

x  [mm]

1

1

= 0;0
) = 0;1

0 µs
75 µs
150 µs
225 µs
300 µs

(a) Liquid phase (left) and gas phase temperatures (right)

0 10 20 30
0.1

0.15

0.2

0.25

0.3

0.35

Y
Fs

x  [mm]
0 10 20 30

0

0.005

0.01

0.015

Y
F

x  [mm]

= 0;0
) = 0;1

0 µs
75 µs
150 µs
225 µs
300 µs

(b) Saturation (left) and current fuel vapor species mass fraction (right)

Figure 4.21: Transient liquid phase warm-up due to thermal diffusion at a
lower gas pressure level of pg = 1bar (no species diffusion)

155



4 Integral modeling

on species diffusion is nevertheless visible from figure 4.22: A smaller
cross-stream length scale leads to increased cross-stream diffusion of
fuel vapor species and consequentially to lower levels of species mass
fraction within the DSZ.
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Figure 4.22: Liquid phase temperature Tp (left) and fuel vapor species mass
fraction YF (right) during evaporation and due to fuel vapor
species diffusion (no thermal diffusion); pg = 10bar
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Figure 4.23: Fuel vapor species mass fraction YF during evaporation due
to both thermal and species diffusion: at gas pressure levels
pg = 1bar (left) and pg = 10bar (right)
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4.4 Evaporation

Allowing both thermal and species cross-stream diffusion results in
the fuel species streamwise profiles presented in figure 4.23: For both
global pressure levels, the additional effect of fuel species diffusion
reduces the values of YF at t = 300µs and x ≈ 0 from YF ≈ 0.015 by
about 30%.
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4.5 Turbulence

Because the local cross-stream gradient of the carrier phase velocity
is considered to have a major influence on the overall penetration be-
havior of the hollow cone spray (section 4.3.2), also cross-stream dif-
fusion of streamwise momentum due to turbulent fluctuations has to
be expected to increase cross-stream transport.
Close to the injector, the local boundary layer thickness should be of
the order of the injector exit cross-section length scale. Due to the
initially small boundary layer thickness, the boundary layer flow is
likely to be laminar at the injection outlet.∗∗∗ On the other hand, the
presence of small liquid droplets introduces disturbances to the carrier
phase flow and may promote the onset of turbulence.
If turbulent fluctuations do first occur, their intensity is heavily pro-
moted by the strong cross-stream gradients within the mean carrier
phase velocity profile. Because the mean diffusive effect of turbulence
is orders of magnitude larger than the molecular viscosity and cross-
stream diffusion of streamwise momentum is considered in the present
model (see section 4.3), a simple turbulence model is incorporated.

Recall that according to the turbulent gradient diffusion hypothesis,
the diffusive flux 〈

u jΦ
〉

= −DT
∂ 〈Φ〉
∂x j

(4.79)

due to fluctuations of the scalar quantity Φ is approximated [93]. In

∗∗∗For example at a maximum injector exit speed of 200m/s and a maximum in-
jector opening half width of about 15µm, only a Reynolds number of the order of
1.5 ·105 is reached.
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the Reynolds averaged momentum equation

D 〈Ui〉
Dt

=
∂

∂x j

[
− 1

ρ
〈p〉 δi j +

µ
ρ

Si j −
〈
uiu j
〉]

with Si j =
1
2

(
∂ 〈Ui〉
∂x j

+
∂
〈
Uj
〉

∂xi

) (4.80)

an additional term resulting from the fluctuating velocity component
– the Reynolds stress tensor

〈
uiu j
〉

– occurs. The turbulent viscos-
ity hypothesis states that the deviatoric stress due to turbulent fluc-
tuations (the anisotropic part of the Reynolds stress tensor

〈
uiu j
〉
) is

determined by the local mean rate of strain in terms of a linear rela-
tion [124]:

−〈uiu j
〉
+

2
3

k δi j = 2 νT Si j . (4.81)

The turbulent viscosity (or turbulent exchange coefficient for momen-
tum) is determined by a combination of a characteristic length LT and
velocity UT :

νT = LT UT . (4.82)

In the context of large eddy simulation, Smagorinski [117] models the
transport of turbulent eddies which are not spatially resolved by means
of a sub-grid turbulent viscosity

ν(SG)
T = l2

m

√
2 S2

i j . (4.83)

The maximum length scale which may locally occur and not be spa-
tially resolved is defined by the local filter width ∆ characterizing the
grid cell size

lm = CSmag ∆ . (4.84)

This is identical to the application of a mixing length model (zero
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equation turbulence model).

νT = l2
m

∣∣∣∣∂U
∂y

∣∣∣∣ (4.85)

In the context of the presented boundary layer model, the local gradi-
ent could be approximated by the length scale LT = lm = δτ and the
velocity scale UT = Ũc, so that the turbulent viscosity would be

νT = δτ Ũc (4.86)

and the rate of change of local boundary layer thickness due to turbu-
lent viscosity (

∂δτ

∂ t

)
T

=
νT

δτ
(4.87)

would simply come out to be
(

∂δτ
∂ t

)
T

= Ũc: Due to turbulent fluctu-

ations, the temporal change of the boundary layer thickness δτ would
be of the order of the streamwise convective velocity. This is a simple
but too simplifying description of turbulent diffusivity effect since the
turbulent diffusion would be over-estimated.

More detail is introduced by applying a one-equation turbulence model
and solving a transport equation for the turbulent kinetic energy k [93].

k =
1
2
〈uiui〉 (4.88)

∂k
∂ t

+
∂ (k u j)

∂x j
=

∂
∂x j

(
νT

PrT

∂k
∂x j

)
+Pk − εk (4.89)

In only one spatial dimension (ξ ) and cone coordinates, the conserva-
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tion equation at the presumed spray center line reads

∂k
∂ t

+
∂ (k Uc)

∂ξ
+

k Uc

ξ
=

∂
∂ξ

(
νT

PrT

∂k
∂ξ

)
︸ ︷︷ ︸

ΠνT

+Pk − εk . (4.90)

The turbulent viscosity νT , the shear induced rates of production Pk
and dissipation εk are quantified with appropriate model constants
stemming from experiments [93] (see table 4.3).

νT = Cµ
k2

ε
= ct lm k1/2 (4.91)

Pk = νT

(
∂U
∂η

)2

(4.92)

εk =
Cµ k3/2

ct lm
(4.93)

The length scale lm (which is intrinsic to the one-equation model de-
scribed above and fixes the ratio of the level of turbulent kinetic energy
and its dissipation rate)

lm =
Cµ

ct

k3/2

εk
(4.94)

has to be specified a priori. Here it is assumed that the local length
scale lm corresponds to the cross-stream length scale δτ . The local
cross-stream gradient in the production is again approximated with
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the local shear time scale (eq. (4.11)) so that

νT = ct δτ k1/2 , (4.95)

Pk = νT
1

T
(c)

shear

2 = νT

(
Uc

δτ

)2

, (4.96)

εk =
Cµ k3/2

ct δτ
. (4.97)

Yet one more level in detail is incorporated in a so called two equa-
tion model where the turbulent length scale is variable and a separate
transport equation for the dissipation rate εk is solved [93].

∂εk

∂ t
+

∂ (εk Uc)
∂ξ

+
(εk Uc)

ξ
=

∂
∂ξ

(
νT

Prε

∂εk

∂ξ

)
+Cε1

Pk εk

k
−Cε2

ε2
k
k

(4.98)

Cµ ct Cε1 Cε2 Prk Prε
0.09 0.55 1.44 1.92 1 1.3

Table 4.3: One- and two-equation turbulence model constants [93]
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4.6 Summary

Mass and momentum conservation of the two-phase jet are described
by four variables (Mp, Up, δτ , Uc) which are a function of the indepen-
dent variables ξ and t. The four corresponding transport equations are
compactly repeated in the following.

∂Mp

∂ t
+

∂ (Mp Up)
∂ξ

+
Mp Up

ξ
= Γp (4.4)

∂ (Mp Up)
∂ t

+
∂ (Mp U2

p)
∂ξ

+
Mp U2

p

ξ
= −FD (4.7)

∂δτ

∂ t
+

4 δτ

Uc

∂Uc

∂ t
+δτ

∂Uc

∂ξ

(
3.55−0.75

δτ

ξ tanθ

)

+δτ
Uc

ξ

(
0.75−0.5

δτ

ξ tanθ

)
+0.9 Uc

∂δτ

∂ξ
=

6 νe f f

δτ
(4.46)

The effective viscosity is the sum of the molecular and the turbulent
viscosity

νe f f =
µc

ρ(DSZ)
c

+νT (4.99)

where the turbulent viscosity νT is defined by equation (4.91) in the
turbulence section (sec. 4.5).

The dispersed phase experiences the total drag force

FD = Mp
18 µc fSN

ρp D2
p

(Up −Uc) . (4.6)

Part of the total drag force is diffusively transported away from the
dense spray zone at either side of the hollow cone sheet (factor “2” in
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the numerator of eq. (4.25)) so that the carrier phase is only exposed
to an effective drag force

∂Uc

∂ t
+Uc

∂Uc

∂ξ
=

FD

ρ(DSZ)
c

−2 νe f f
Uc

δ 2
τ

= Φ(e f f )
D . (4.25)

If evaporation is considered, equations for three additional variables
(the temperatures of both phases Tp and Tc and the fuel species mass
fraction YF = MF

Mc
) are solved.

∂YF

∂ t
+

∂ (YF Uc)
∂ξ

+
YF Uc

ξ
=

1

ρ(DSZ)
c

(
Γ(evap)−2 ·Γ(di f f )

YF

)
(4.56)

∂ (Mp Tp)
∂ t

+
∂ (Mp Tp Up)

∂ξ
+

Mp Tp Up

ξ
=

Πp

Cl
(4.63)

∂Tc

∂ t
+

∂ (Tc Uc)
∂ξ

+
Tc Uc

ξ
=

1

ρ(DSZ)
c Cv

(
2 ·Π(di f f )

c −Πp

)
(4.64)

The source terms are defined by equations (4.57), (4.60), (4.65), and
(4.69).

If an additional contribution to the cross-stream boundary layer thick-
ness δτ resulting from turbulent fluctuations of the carrier phase is
considered, an additional conservation equation for the turbulent ki-
netic energy at the DSZ is solved.

∂k
∂ t

+
∂ (k Uc)

∂ξ
+

k Uc

ξ
=

∂
∂ξ

(
νT

PrT

∂k
∂ξ

)
︸ ︷︷ ︸

ΠνT

+Pk − εk . (4.90)
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5 Conclusion

In this thesis hollow cone sprays are investigated. A thorough discus-
sion of both two-phase flow physics as well as available models and a
boundary layer assessment of the hollow cone flow is carried out (sec-
tion 2). Based on an experimentally validated CFD model, the two-
phase flow induced by the injection is characterized (section 3) before
the main findings are utilized to derive a simplified spray model. Fi-
nally, its behavior (namely momentum exchange and evaporation) at
constant global thermodynamic conditions is studied (section 4).

The vast range of physical length and time scales incorporated in in-
ternal combustion engines for automotive applications necessitates the
development of simplified models for injection processes. For direct
injecting gasoline engines applying multiple injections per working
cycle, the need of a transient and one-dimensional spray model is es-
tablished (section 2.3). The assessment of the hollow cone boundary
layer shows that the second order cross-stream term dominates the
viscous terms (section 2.4.1).

The analysis of the experimentally validated CFD model reveals that
comparatively simple physical models (Eulerian dispersed phase treat-
ment with only one particle size class) sufficiently describe flow char-
acteristics such as the global penetration of the dispersed phase and
the induced carrier phase velocity field outside the dense hollow cone
spray very well (section 3.2.2 ).
The strong acceleration of the carrier phase due to injected liquid fuel
induces cross-stream velocity profiles similar to those resulting from
an accelerated wall (section 3.2.3). Even when turbulent effects such
as a turbulent dispersion force on the liquid phase lead to broader
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cross-stream profiles, this flow pattern is maintained, especially close
to the injection outlet. The resulting shear forces limit the accelera-
tion of the carrier phase, which is directly exposed to the dispersed
phase. As a result, the injection induced carrier phase boundary layer
is crucial for the evolution of the momentum exchange along the main
injection direction and the global penetration depth.
Due to the non-symmetric environment of the dense spray elements,
a flow pattern develops which is non-symmetric with respect to the
hollow cone geometry. Nevertheless, the injection direction – which
is prescribed by the injector design – is found to be the dominant flow
direction, also at positions further away from the injection outlet (sec-
tion 3.2.4).

A simplified spray model for hollow cone sprays is presented. It is
based on the main two-phase characteristics first introduced in sec-
tion 2 and supported by the CFD analysis (section 3.2). According to
the discussed requirements of engine system simulation, the descrip-
tion is

• two-phase, i.e. no mixture model assumption is applied, but
momentum as well as energy conservation are covered for each
phase by separate transport equations;

• transient, i.e. the response to time-invariant boundary condi-
tions is implicitly described (the conservation equations contain
temporal rates of change of the conserved variables);

• one-dimensional, i.e. fluxes along the main injection direction
are accounted for (the description contains the steamwise gradi-
ents of the conserved variables).

As the first major modeling step, the model employs the property of
the “accelerated wall” type cross-stream velocity profile: With respect
to the carrier phase, the dispersed phase mass is modeled to occupy
a cross-stream width approaching zero (the “dense spray zone” DSZ,
section 4.3.1). The second most distinctive modeling part is the deriva-
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tion of a transport equation for the cross-stream length scale, which is
characteristic to the mean diffusion rate of mass, momentum, and en-
ergy in the cross-stream direction (section 4.3.3).

The proposed transient two-phase boundary layer (ttBL) model is first
assessed with respect to momentum conservation transport. The model
produces the well known square root shape of the streamwise bound-
ary layer profile for a single phase jet (section 4.3.6.1).
For the injection induced two-phase flow (section 4.3.6.2), the contrac-
tion term in the transport equation for the cross-stream length scale
(accounting for “excess entrainment” of carrier phase mass into the
dense spray region) limits the cross-stream growth of the boundary
layer. The temporal development of the spray front position depend-
ing on the global thermodynamic state of the carrier phase corresponds
to the experimental data (section 4.3.6.3).
The modeling assumption of a characteristic cross-stream length scale
is also applied to both thermal energy diffusion towards and fuel vapor
species diffusion away from the dense spray region (section 4.4). The
results provide a qualitative insight into the (due to the saturation state
within the DSZ) highly non-linear evolution of liquid phase warm-up
and fuel species concentration.

The proposed ttBL model constitutes a new approach to two-phase
flow modeling of dense sprays: It extends the commonly applied Schiller-
Naumann drag law and the Spalding evaporation model. The carrier
phase fluxes of momentum, thermal energy, and fuel species are pri-
marily controlled by diffusion through the boundary layer adjacent to
the dense spray. While the model is applied to a one-dimensional de-
scription here, it may well serve as a sub-grid model to multi-dimensional
flow simulation models.

While in general, the predictions of the ttBL model are in good agree-
ment with experimental data, some discrepancies may be observed:
The velocity magnitude of convective transport within the carrier phase
during injection obtained by the ttBL model is comparatively low. Al-
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though measurements of the “true” carrier phase velocity in regions
of highest dispersed phase volume loading are not available, increased
magnitudes of carrier phase velocity (such as observed from the CFD
results in section 3.2.4) should be expected.
The low carrier phase velocity magnitudes result from the small cross-
stream length scales characterizing the shear force. They again are
a result of the “excess entrainment” term in the cross-stream length
scale transport equation; and the weights of the terms in the transport
equation result from the presumed cross-stream profile shape and the
upper integration limit applied in section 4.3.3. During the derivation
of the model both have been intuitively chosen (i.e. a Taylor series
expansion of second order as the most general profile shape featuring
a non-zero curvature and a spatial integration over just the length scale
which is modeled).

Further attention may focus on both the CFD modeling and the one-
dimensional model: When further analyzing evaporation by means of
CFD, more detail will have to be incorporated, especially the con-
sideration of poly-dispersion. Since smaller particles are also more
affected by turbulent fluctuations, turbulence effects will need to be
investigated in more detail. The proposed ttBL model requires fur-
ther development. As next steps, the model’s sensitivity to turbulence
effects, the choice of the cross-steam length scale measure characteriz-
ing the cross-stream diffusion, and its ability to appropriately describe
the diffusion of energy and species mass require future attention.
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A Navier-Stokes equations in conical
coordinates

Conical coordinates

Conical coordinates and adjacent velocities according to figure 3.2.1

ξ = r sinθ − zcosθ û = usinθ −wcosθ (A.1)

η = r cosθ + zsinθ ŵ = ucosθ +wsinθ (A.2)

or inversely

r = ξ sinθ +η cosθ u = ûsinθ + ŵcosθ (A.3)

z = −ξ cosθ +η sinθ w = −ûcosθ + ŵsinθ (A.4)

Transformation of the partial differentials

( ∂
∂ r
∂
∂ z

)
=

( ∂ξ
∂ r

∂
∂ξ + ∂η

∂ r
∂

∂η
∂ξ
∂ z

∂
∂ξ + ∂η

∂ z
∂

∂η

)
=
( ∂

∂ r ξ ∂
∂ r η

∂
∂ z ξ ∂

∂ z η

)( ∂
∂ξ
∂

∂η

)

=
[( ∂

∂ r
∂
∂ z

)(
ξ η

)]( ∂
∂ξ
∂

∂η

)
=
(

sinθ cosθ
−cosθ sinθ

)( ∂
∂ξ
∂

∂η

) (A.5)

Conservative

Continuity

∂
∂ t

ρ +
∂

∂ξ
ρ û+

∂
∂η

ρ v̂+ρ
û sinθ + v̂ cosθ
ξ sinθ +η cosθ

= Γ(e) (A.6)



A Navier-Stokes equations in conical coordinates

Momentum along main injection direction (ξ -direction)

∂
∂ t

ρ û+
∂

∂ξ
ρ û2 +

∂
∂η

ρ ûv̂+ρ
û2 sinθ + ûv̂ cosθ
ξ sinθ +η cosθ︸ ︷︷ ︸

R(m)

= −∂P
∂ξ

+µ

[
∂ 2û
∂ξ 2 +

sinθ ∂ û
∂ξ + cosθ ∂ û

∂η

ξ sinθ +η cosθ
+

∂ 2û
∂η2 − sinθ

û sinθ + v̂ cosθ
(ξ sinθ +η cosθ)2

]
+ I(m)

(A.7)

Momentum normal to the main injection direction (η-direction)

∂
∂ t

ρ v̂+
∂

∂ξ
ρ ûv̂+

∂
∂η

ρ v̂2 +ρ
ûv̂ sinθ + v̂2 cosθ
ξ sinθ +η cosθ︸ ︷︷ ︸

R(n)

= −∂P
∂η

+µ

[
∂ 2v̂
∂ξ 2 +

sinθ ∂ v̂
∂ξ + cosθ ∂ v̂

∂η

ξ sinθ +η cosθ
+

∂ 2v̂
∂η2 − cosθ

û sinθ + v̂ cosθ
(ξ sinθ +η cosθ)2

]
+ J(m

(A.8)

Primitive

“Axial” momentum (along main injection direction ξ ), incompress-
ible, primitive

∂ û
∂ t

+û
∂ û
∂ξ

+ v̂
∂ û
∂η

= − 1
ρ

∂
∂ξ

P

+ν

[
∂ 2û
∂ξ 2 +

sinθ ∂ û
∂ξ + cosθ ∂ û

∂η

ξ sinθ +η cosθ
+

∂ 2û
∂η2 − sinθ

û sinθ + v̂ cosθ
(ξ sinθ +η cosθ)2

]
+ I(m)

(A.9)
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“Radial” momentum (normal to the main injection direction η)

∂ v̂
∂ t

+û
∂ v̂
∂ξ

+ v̂
∂ v̂
∂η

= − 1
ρ

∂P
∂η

+ν

[
∂ 2v̂
∂ξ 2 +

sinθ ∂ v̂
∂ξ + cosθ ∂ v̂

∂η

ξ sinθ +η cosθ
+

∂ 2v̂
∂η2 − cosθ

û sinθ + v̂ cosθ
(ξ sinθ +η cosθ)2

]
+ J(m)

(A.10)
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B Boundary layer fluxes

With the assumption of the cross-stream velocity profile according to
eq. (4.32), a certain amount of momentum I is contained within a
boundary layer of thickness δτ and of centerline velocity Uc. When
the local boundary layer is exposed to transient flow conditions (i.e.
due to a drag force), also the local boundary layer thickness scale δτ
changes: ∂δτ

∂ t �= 0.
Figure B.1 describes the boundary layer in a quiescent and non-

deformable control volume. At some streamwise position x, consider
a control volume of length ∂x, width b and height δ (x). Fluid en-
ters the control volume with the velocity u(x,y) from the left. At
the right boundary, fluid leaves the control volume with the velocity
u(x + ∂x,y) = u(x)+ ∂u. At the upper boundary, the fluid carries the
streamwise velocity u′ = u(x′,y = δ ) which may be linearly approxi-
mated

u(x′,δ ) = u(x,δ )+
∂u
∂x

x′ . (B.1)

The same applies to the cross-stream velocity component

v(x′,δ ) = v(x,δ )+
∂v
∂x

x′ (B.2)

at the upper boundary of the control volume.

According to Reynolds’ transport theorem, the rate of change of B
contained in a control volume CV is obtained by integration over the



B Boundary layer fluxes

Figure B.1: Boundary layer control volume; sketch

conserved quantity b. The rate of change

∂B
∂ t

=
∫

CV

ρ bdV +
∫

CS

ρ b (�v ·�n) dA (B.3)

is composed by volume sources (integral over the control volume CV )
and the net flux across the control volume boundary (integral over the
control surface CS).

Steady state convection

In the steady state flow condition, the mass

∂m
∂ t

=
∫

ρ (�v ·�n) dA = 0 (B.4)

and momentum equations

∂ I
∂ t

=
∫

ρ �v (�v ·�n) dA = ∑�Fext (B.5)
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are obtained. For the control volume as depicted in figure B.1, the
continuity equation (divided by (ρ b))

ṁ
ρ b

=0 =

−
δ∫

y=0

u dy+
δ+∂δ∫
y=0

(u+∂u) dy−
x+∂x′∫
x′=x

u′ sinα dx′ +
x+∂x′∫
x′=x

v′ cosα dx′

(B.6)

and the convective part of the streamwise momentum equation

İ(conv)
x

ρ b

=−
δ∫

y=0

u2 dy+
δ+∂δ∫
y=0

(u+∂u)2 dy−
x+∂x′∫
x′=x

u′2 sinα dx′ +
x+∂x′∫
x′=x

u′ v′ cosα dx′

=−
δ∫

y=0

(2 u ∂u+(∂u)2) dy+
δ+∂δ∫
y=δ

(u+∂u)2 dy

−
x+∂x′∫
x′=x

u′2 sinα dx′ +
x+∂x′∫
x′=x

u′ v′ cosα dx′

(B.7)

are formed. The inclined length increment of the upper boundary dx′

may be expressed in terms of the streamwise increment dx:

sinα dx′ = ∂δ = tanα dx =
∂δ
∂x

dx and cosα dx′ = dx .

(B.8)
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B Boundary layer fluxes

Also, the increment of the upper integration limit ∂x′ may be approx-
imated:

∂x′ =
√

(∂x)2 +(∂δ )2 . (B.9)

For the flow investigated here, cross-stream gradients are orders of
magnitude larger than the corresponding streamwise gradients (cp. the
boundary layer assumption in eq. (4.15)). As a consequence, the cross-
stream characteristic length scale is ∂δ � ∂x and ∂x′ → ∂x. The
continuity equation simplifies to

ṁ
ρ b

= 0 =
δ∫

y=0

∂u dy+
δ+∂δ∫
y=δ

(u+∂u) dy− ∂δ
∂x

x+dx∫
x′=x

u′ dx′ +
x+dx∫

x′=x

v′ dx′ .

(B.10)

The second last term defines the mass flux due to the gradient ∂δ
∂x while

the last term represents the mass flux due to convection through the
upper boundary at η = δ .
The simplified streamwise momentum convection reads∗

İ(conv)
x

ρ b
=−

δ∫
y=0

(2 u ∂u+(∂u)2) dy+
δ+∂δ∫
y=δ

(u+∂u)2 dy

− ∂δ
∂x

x+dx∫
x′=x

u′2 dx′ +
x+dx∫

x′=x

u′ v′ dx′ .

(B.11)

With the presumed cross-stream velocity profile (equation (4.32)), the
integrals may be evaluated. For simplicity, the results for the plane 2D

∗ If u′ would be constant – i.e. if the upper boundary would be in the free flow
regime –, the last term could easily be substituted by the continuity equation. In that
case ∂δ = 0.
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case are presented here:

u(y) = Û(y) = U
(

1− y
δ

+
y2

2 δ 2

)

∂u(y) = ∂Û(y) = ∂U
(

1− y
δ

+
y2

2 δ 2

)
+U

y
δ 2

(
1− y

δ

)
∂δ ,

(B.12)

so that at the upper boundary y = δ ,

u′ = Û(y = δ ) =
U
2

and v′ = V̂ (y = δ ) = −1
2

∂ (δU)
∂x

∂u′

∂x
=

∂Û(y = δ )
∂x

=
1
2

∂U
∂x

and
∂v′

∂x
= −1

2
∂ 2(δU)

∂x2

(B.13)

If the assumed velocity profile is inserted, the continuity equation

1
ρ b

dṁ(conv)

dx
=

δ
2

dU
dx

− 1
3

d(δU)
dx

=
δ
6

dU
dx

− 1
3

U
dδ
dx

(B.14)

and the convective part of the streamwise momentum

1
ρ b

d İ(conv)
x

dx
=

37
30

Uδ
dU
dx

− 1
4

[(
d(δU)

dx
+ x · d2(δU)

dx2

) (
U + x · d(δU)

dx

)]

=
59
60

Uδ
dU
dx

− 1
4

U2 ∂δ
∂x

− 1
4

x

[(
d(δU)

dx

)2

+
(

U + x · ∂ (δU)
∂x

)
d2(δU)

dx2

]
(B.15)

are obtained.

If the flow decelerates along the streamwise direction ( ∂U
∂x < 0), the
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B Boundary layer fluxes

contained mass flux increases along the streamwise direction ( ∂ ṁ
∂x > 0).

Because at constant speed ( ∂u
∂x = 0) and at increasing boundary layer

thickness ( ∂δ
∂x > 0) more mass leaves the control volume at the right

side in figure B.1, the net contained mass flux decreases along the
steamwise direction: ∂ ṁ

∂x < 0.

For the assessment of the integral momentum equation (B.15), first
consider streamwise profiles of δ (x) and U(x) so that ∂ (δ U)

∂x = 0. In
that case, the streamwise momentum flux due to convection changes
proportionally to the contained momentum δ U and proportional to the
steamwise velocity gradient ∂U

∂x . In a steady jet flow, usually ∂δ
∂x > 0

and ∂U
∂x < 0 so that for ∂ (δ U)

∂x = 0, the momentum flux contained in
the control volume (fig. B.1) decreases along the streamwise direc-

tion: d İ(conv)
x
dx < 0. This corresponds to the observation on the continu-

ity equation above: The assumed changes in the cross-stream velocity
profile cause the amount of momentum leaving the control volume on
the right to exceed the momentum entering from the left. †

† The Reynolds stress tensor

σ ji = τ ji −−p δ ji = µ
(

∂u j

∂xi
+

∂ui

∂x j

)
− p δ ji (B.16)

For the evaluation of the shear stresses τ ji, the Gauss theorem
∫

δV

∂ui

∂x j
dAi =

∫
V

∂
∂xi

∂ui

∂x j
dV =

∫
V

∂
∂x j

∂ui

∂xi
dV = 0 (B.17)

in combination with the incompressibility assumption ( ∂ui
∂xi

= 0) indicate that the

terms due to the surface integrals
∫

δV
∂ui
∂x j

dAi = 0.
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Steady state momentum diffusion

In the streamwise direction, the contribution of the boundary integrals

δ∫
y=0

τ1i dAi +
δ+∂δ∫
y=0

τ1i dAi = −b
δ∫

y=0

µ
∂u
∂x

∣∣∣∣
x

dy+b
δ+∂δ∫
y=0

µ
∂u
∂x

∣∣∣∣
x+dx

dy

(B.18)
to the streamwise momentum integral are negligible for flow condi-
tions outside the viscous dominated regime with Reynolds numbers
Re � 1.
The assumed cross-stream velocity profile (eq. (4.32)) results in a con-
stant diffusion rate across the boundary layer of thickness ∂δ so that
the momentum flux within the control volume does not change due
to cross-stream viscous diffusion. Because ∂u

∂y

∣∣∣
y=0

= −U
δ , the shear

stress introduced to the control volume at the lower boundary is

∫
τ1i dAi = −b

x+∂x′∫
x′=x

µ
∂u
∂y

∣∣∣∣
y=0

dx′ = b µ
U
δ

dx . (B.19)

Because pressure fluctuations are assumed to propagate fast compared
to convective fluxes (Ma < 0.3), the contribution of pressure gradients
to the streamwise momentum equation is neglected here.

Transient flow

The analysis of the momentum fluxes within the boundary layer and
their changes due to the proposed model is based on a quiescent and
non-deformable control volume. A temporarily changing control vol-
ume (boundary layer thickness) is excluded from the analysis.
But if the changes of mass and momentum fluxes due to ∂δ

∂ t �= 0 are
conceived as volume source terms, the contribution of the variable
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B Boundary layer fluxes

boundary layer thickness may be characterized:

(
∂m
∂ t

)(trans)

=
∂
∂ t

∫
∂V

ρ dV =
∂
∂ t

⎛
⎝ρ bdx

δ∫
y=0

dy

⎞
⎠= ρ bdx

∂δ
∂ t

,

(B.20)(
∂ Ix

∂ t

)(trans)

=
∂
∂ t

∫
∂V

ρ u dV =
∂
∂ t

⎛
⎝ρ bdx

δ∫
y=0

udy

⎞
⎠= ρ bdx

2
3

∂ (δ U)
∂ t

.

(B.21)
In combination with the convective parts (equaitons (B.14) and (B.15))
and the diffusive term (equation (B.19)), you obtain

1
ρ b

∂ ṁ
∂x

=
∂δ
∂ t

=
δ
6

dU
dx

− 1
3

U
dδ
dx

(B.22)

and

1
ρ b

∂ İx

∂x
=

2
3

∂ (δ U)
∂ t

=
59
60

Uδ
dU
dx

− 1
4

U2 ∂δ
∂x

− 1
4

x

[(
d(δU)

dx

)2

+
(

U + x · ∂ (δU)
∂x

)
d2(δU)

dx2

]

−ν
U
δ

.

(B.23)
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