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Abstract

The Atmospheric Dynamics Mission ADM-Aeolus by ESA (European Space Agency) will be the
first mission worldwide to provide global observations of wind profiles by applying a Doppler
wind lidar on a polar-orbiting satellite. An instrumental prototype was developed to validate this
lidar system during ground and flight campaigns at DLR.

This thesis introduces a newly end-to-end simulator, representing the properties of the prototype
and various atmospheric models, to study wind measurements for different atmospheric and
instrumental parameters, and to analyse the performance of the prototype from ground and
aircraft. The random error of ssimulations at 10 mJ laser energy of an airborne system, for a flight
altitude of 10 km, is smaller than 0.5 m/s, whilst for a ground system, it is smaller than 1 m/s
(smulations up to 10 km altitude).

The results of the simulations are used to develop and optimise the signal processing algorithms,
knowing the properties of the modelled signal. The wind is determined by the Doppler shift from
the molecular and aerosol backscatter signal with respect to the transmitted laser pulse. The
algorithms are evaluated, optimised and compared, and those that provide results with a random
error smaller than 0.15 m/s are the most suitable for this type of receiver. Simulations show the
benefit of the system measuring both Rayleigh and Mie backscatter, because the wind speed
measurements cover alarger atmospheric range.

Atmospheric wind is not derived but the wind speed measurement accuracy was determined by
the backscatter signal of the surface of a building. The random error is larger than 0.59 m/s.
Besides, cloud backscatter is demonstrated and the attenuation of backscatter signal above clouds.
It is shown that the Rayleigh signal was be detected up to altitudes of 8 kmin clear air.

First measurements of atmospheric backscatter with the prototype were performed at DLR
(Deutsches Zentrum fir Luft und Raumfahrt, or German Aerospace Centre) from ground and
aircraft, and it was the first time that a direct detection Doppler wind lidar had been deployed on
an aircraft. The very first measurements from these airborne studies are presented and discussed.
Signals between the aircraft and ground, along with backscatter from clouds, and signals of the
Earth’s surface, were detected by the instrument, showing the capability to identify the ground and
cloud return at the receivers.
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1 Introduction

1.1 Overview

At present, our information on the three-dimensional wind field over the oceans, the tropics, and
the southern hemisphere is incomplete due to insufficient measurement data. There are ill
significant areas where measurements do not yield reliable data, and there is a strong demand for
improvements in wind measurements throughout the atmosphere, which are crucial for both
numerical weather prediction and studies related to the global climate (Baker et al. 1995).

Satellite based lidar (LIght Detection And Ranging) systems offer the potential for adequate
vertical resolution and global coverage. Within the context of the Earth explorer core programme
of the European Space Agency (ESA), the Atmospheric Dynamics Mission (ADM-Aeolus, named
after the god of the winds in the Greek legend) comprises a lidar system to measure global wind
fields from satellite, being the first European lidar in space and the first worldwide wind lidar in
gpace. The lidar system used in the ADM is known as the Atmospheric LAser Doppler lidar
INstrument (ALADIN), and was designed to provide global observations of wind profilesin clear
air in the troposphere and lower stratosphere for numerical weather prediction and climate studies
(ESA 1999). The most important and most challenging requirement for global meteorological
analysis remains the measurement of wind profiles to high accuracy, global coverage, and good
vertical resolution (Tan and Andersson 2004). Economic benefits and costs of developing and
deploying a space-based wind lidar were investigated by Cordes (1995). Weissmann (2006)
provided further insights into the importance of wind data, measured by an airborne Doppler lidar
system. These lidar data were assimilated into a global weather forecast model of the European
Centre for Medium-Range Weather Forecasts (ECMWEF) and it was shown that the data have a
significant impact on the analyses as well as on forecasts.

A Doppler wind lidar system generally provides range-resolved profiles of the wind velocity and
can be categorized into two main types: direct detection, and heterodyne lidar. Direct detection
systems determine the Doppler shift by interferometric methods, and are capable of measuring
wind speed from the motion of aerosols and molecules. Heterodyne systems measure the Doppler
shift by opticaly mixing the transmitted and backscatter signal, and due to the width of the
backscatter spectra, are only able to determine wind from the motion of aerosols. The ADM lidar
is adirect detection Doppler wind lidar which was designed to determine wind fields in clear air
and in areas with higher aerosol loadings. The system is characterized by two receivers - one that
determines the wind from molecular backscatter, and the other from aerosol backscetter. The
Doppler wind lidar provides information not only on wind profiles, but also on cloud top heights,
vertical distribution of clouds, and aerosol properties.
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1.2 Aimsof the Thesis

The main objective of thiswork isthe validation of an instrumental prototype of ALADIN, which
was developed to validate the measurement concept in realistic atmospheric conditions by
providing wind measurements from the ground. The prototype is expected to be integrated into an
aircraft to perform wind measurements in a downward viewing geometry, similar to how
ALADIN will operate in space. The validation is performed by an end-to-end simulator, which
has been developed to represent the lidar system at ground level and on aircraft (Fig. 1.1).

Atmospheric Dynamics Mission:
ADM lidar

Y

( ALADIN prototype> Instrumental parameters,(End-to-md SimulatoD

Y

Measurement result: | Validation »|  Simulation result:
Atmospheric signal Analysis Atmospheric signal

:

Signal processing algorithms:

Signal processing algorithms | < | mplementation analys S’V %|plt(ljrantll é";‘]ﬁ on, and

' +

Measured signal amplitudes, Validation Simulated signal amplitudes,
random errors, systematic errors, random errors, wind speed,
and wind speed performance estimate

- Analyses

Fig. 1.1 Overview and structure of the main objectives of this thesis: the development of the
end-to-end simulator, the optimization of the data processing algorithms, and the validation of the
prototype.

The simulator includes the laser transmitter, the receiver, the detection unit, and the interaction of
the transmitted light with the atmosphere. This enables the studies of the system under different
atmospheric conditions, to analyse the radiometric performance, the wind speed, and the
systematic and random error on the wind speed estimate. The results of the smulator are
important for the development of the signal processing algorithms (Fig. 1.1).

The most important objective of thiswork is the optimisation of the signal processing algorithms
and the analysis of the signals arriving at the detector. The design of both receivers provides a
large field of processing optionswith respect to the signal information provided by the aerosol and
molecular scattering processes, and several algorithms were devel oped, analysed, and improved.

The combination of lidar systems for detecting both aerosol and molecular backscatter has never
been implemented for wind measurements before ALADIN. The possibility to make wind
measurements using a Fizeau interferometer in an aerosol backscatter receiver is demonstrated
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here for the first time. The molecular backscatter receiver measures the Doppler shift in the same
manner as existing systems (Garnier and Chanin 1992, Gentry et al. 2000), but is characterized by
a new method to separate light depending on polarization, and the advantages and results are
discussed in this study. Both receivers offer the opportunity to examine, compare, and combine
the measurements. The detection unit employed is a CCD (charged coupled device), capable of
accumulating signals, and thisisthefirst time an accumulation CCD is used for lidar applications.

The simulator isan important tool to validate the measurement results of the prototype. This offers
the possibility of sensitivity analysis, to examine the influence of variation in instrumental and
atmospheric parameters, which significantly affects the measurement results. Atmospheric and
internal reference signal measurements are analysed and validated by simulations to examine
consistency. How far the Rayleigh signal will be detected through clear atmosphere is another
measure of the performance of the receiver. It is the first time a direct detection Doppler wind
lidar is deployed on an aircraft, and the signals give an insight into the downward viewing
geometry, the impact of clouds, and the possibility to detect the Earth’s surface.

The results of thiswork leads to new insights into direct detection Doppler wind lidar systems and
their capability to avoid errors by collecting information from both aerosol and molecular
backscatter.

1.3 Sateof theart

The principle of lidar was first demonstrated in the 1930s, where the measurement of atmospheric
density profiles by detection of the atmospheric scattering from a beam of light was first
performed by Synge, reported by Hulburt (1937). By the early 1960s the devel opment of the laser
provided an ideal light source for light detection and ranging systems. Lidar systems have been
actively researched and developed since then (Fiocco and Smullin (1963)), finding applicationsin
range finding, vibrometry, and remote sensing of the atmosphere, land, and ocean. Lidar is used
predominately for measuring atmospheric parameters, such aswind, temperature, and trace gases.

Direct detection Doppler wind velocity measurements with lidar systemswere first performed and
developed by Benedetti-Michelangeli et al. (1972). Doppler wind lidar systems were then studied
and analysed further, leading to the devel opment of heterodyne lidar systems (Huffaker 1970, Hall
et al. 1984, Bilbro et al. 1986, Post and Cupp 1990, Hardesty 2003) and direct detection systems
(Garnier and Chanin 1992, Gentry et al. 2000, Korb et al. 1992). Heterodyne Doppler wind lidar
systems have been operated from ground as well as aircraft platforms (Bilbro et a. 1984, Rahm
1995, Reitebuch et al. 2001), and first spaceborne applications were started in 1994 as the
Lidar-in-space Technology Experiment (LITE, Winkler 1996), followed by the Mars Orbiter
Laser Altimeter 1999 (MOLA, Abshire et a. 2000, Neumann et al. 2003) and the Geoscience
Laser Altimeter Satellite (GLAYS), launched in January 2003 (Spinhirne et al. 2005, Palm and
Spinhirne 1998, Zwally et al. 2002, Abshire et al. 2005).

Since the end of the 1980s, the prospects for space-born Doppler wind lidar systems have been
evaluated by ESA (1989). In 1999, the ADM for wind profile measurement was selected as one of
two core missions. Beforehand, numerous instrument options had been investigated for
heterodyne and direct detection lidar systems. The heterodyne lidar systems are able to determine
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the wind speed for regions where the aerosol loadings are higher, but the direct detection systems,
operating at shorter wavelengths, are able to measure wind from aerosol and molecular
backscatter. Thus the direct detection system was selected. The wavelength was chosen to be in
the ultraviolet at 355 nm to take advantage of the A™* dependence of molecular backscatter.

Several ground campaigns have been performed in the past to validate the direct detection
Doppler lidar technology, through comparisons of wind measurements from radiosondes with
direct detection Doppler wind lidar, which measure wind from by the double edge method at
355 nm wavelength (Flesia et al. 2000, Gentry et al. 2000). Comparisons of wind measurements
taken from direct detection Doppler lidar systems with coherent Doppler lidar and other sensors
were made in Europe (Delaval et a. 2000) and USA (Hardesty et a. 2001). Whilst a direct
detection Doppler lidar was never operated on board an aircraft before, heterodyne Doppler lidar
systems have been developed and validated on airborne platformsin recent years (Reitebuch et al.
2001 and 2003, Rahm 2001).

During this study, the ALADIN prototype is simulated and the data processing algorithms are
analysed, optimised, and validated. Chapter 2 describes the atmospheric processes relevant for
lidar measurements and the lidar system generaly, followed by an introduction to the lidar of the
ADM prototype. Chapter 3 deals with the ssimulator of the ALADIN prototype and the various
processing steps. In chapter 4, the signal processing is introduced, and the results are discussed in
respect to the modelled signals generated by the simulator. Chapter 5 presents the results from
measurements with the prototype instrument on ground and aircraft campaigns at DLR in
November 2005.
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2 Lidar

This chapter is divided into two sections. Section 2.1 introduces the basic processes by which
light from alidar interacts with the atmosphere, relevant to later discussions on the simulation and
signal processing of lidar return signals. From Section 2.2 onwards, a general overview of the
basic operating principles and theory of lidar systems is provided. Furthermore it describes the
direct detection scheme of a Doppler wind lidar used for atmospheric wind speed measurements.

2.1 Atmospheric interactions

Measurements of atmospheric parameters with lidar systems are based on the interaction of the
coherent light generated by a laser (Light Amplification by Stimulated Emission of Radiation)
with atmospheric particles (Mie scattering) and molecules (Rayleigh scattering). When light from
a laser propagates through the atmosphere, it is scattered and absorbed by the atmospheric
constituents, resulting in a change in intensity and spectral characteristics of the scattered light.
Some of the backscatter light is detected by the lidar system and analysed to obtain information
about the atmospheric consistence (as trace gases, particles, and density) and dynamics (as wind
speed and wind direction). This section describes the atmospheric processes important for
Doppler wind lidars.

2.1.1 Molecular scattering

Rayleigh scattering occurs when the wavelength of the propagating light is much larger than the
diameter of the particles, as in the case when light in the visible and ultraviolet region interacts
with air molecules. In the case of a clear aamosphere, which for a lidar is an atmosphere which
contains only air molecules, the detected signal of the Rayleigh scattered light is determined by
the number of molecules, the wavelength of the laser light, the temperature, and the atmospheric
pressure, in the region of atmosphere that is being investigated. The backscatter cross section
depends on the number of backscattered molecules. It indicates the theoretical (effective) area
where light is scattered back in a solid angle of 2 1. The Rayleigh backscatter cross section per
molecule o) (m? sr'Y), for the mixture of atmospheric gases of atitudes up to 100 km, is
calculated from (Collis and Russell 1976, cited in Measures 1992):

0.55x 10™° (2.1)

4
Oug = [fm} 5.45x 1072

The number of molecules Ny, per m?3 depending on altitude z is given by (Measures 1992 p. 42):

1. Thesolid angleis a3 dimensional angle (equal to radian?) and often used to describe a cone of light. For the case the cone of
light is expanded to a hemisphere, the solid angel is 2r steradian (half sphere in respect to backscatter light). Steradian (sr) is
the SI unit of the solid angle.
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N (A2) = [Zéa?z};}[lolspi?os’ Pa} " @2

where T is the temperature and p the pressure. N, = 2.479x10%° molecules per m3, and is the
Loschmidt’s number referenced to a temperature of 296 K and a pressure of 1013x10° Pa. The
backscatter coefficient per volume By (Mt st isfound from:

_ 2.3
BMOl - NMoI’GMoI ( )

Since the amount of backscatter energy is proportional to A™* (EQ. 2.1), shorter wavelengths are
scattered far more than longer wavelengths, illustrated in Fig. 2.1. Assuming temperature and
pressure profile from areference atmosphere (U.S. standard atmosphere, Champion 1985, also see
Section 3.1.1) the resulting molecular backscatter coefficients are shown in Fig. 2.1, for 10 pum,
2 pum, and 0.355 pum wavelengths, which increases by three orders of magnitude with each
transition to a shorter wavelength.

20- : 355 nm |0 0
15- E{ 2um |\

g Lo AN

g 10-

= p

<1: 5_ ..

0_| [ i i i : i i
1.00E-13 1.00E-10  1.00E-8 1.00E-6 1.00E-4 1.00E-2
Backscatter coefficient (m”-1 sr*-1)

Fig. 21 The molecular backscatter coefficients for the U.S. standard atmosphere temperature
and pressure profiles at different wavelengths (355 nm, 2 um, and 10 um) versus altitude.

The benefit of lidar systems operating at wavelengths of 355 nm is an increased molecular
backscatter compared to lidar systems at 10 pum or 2 um. Accordingly lidars for molecular
backscatter detection operate in ultraviolet and visible wavel ength range.

Wavelength distribution

The most significant factor for the Rayleigh line shape is the Doppler broadening which may be
described by a Gaussian line profile function (EQ. 2.4, Measures 1992 p. 99):
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1 265
> e (2.4)
\2TOR

where o (m) is the standard deviation of the Rayleigh spectrum (Fig. 2.3) and is given by:

W(A) =

20, [KTN,
°rR T o m

_ (25)
alr
where my;, is the mean molecular air mass (2.9x102 kg/moal), A isthe wavelength of the laser, k

is the Boltzmann constant (1.38x10'23 JK), c the speed of light, and N the Avogadro constant
(6.023x10%2 mol ).

2.1.2 Aerosol scattering

Mie scattering occurs when the wavelength of radiation being scattered is close to, or less than,
the dimensions of the scattering bodies, which isthe case in aerosol scattering. The intensity of the
return signal from aerosol scattering depends on their concentration, which varies largely over
different locations, and increases in parallel with air pollution, clouds, fog, and haze.

A convenient approach to calculating the Mie scattering parameters is to model the atmospheric
backscatter coefficients, or incorporate the vertical backscatter profiles from measurements. The
backscatter coefficients during this study were taken from the Reference Model Atmosphere
(RMA) which was derived from a climatological database (Vaughan et al. 1995 and 1998) for
Atlantic regions during the period 1988-1990. The RMA comprises data of different aerosol
backscatter, cloud backscatter, extinction, background radiance and ground reflectance. The data
were obtained by measurements at a wavelength 1064 nm, covering a large range of different
atmospheric conditions (Section 3.1.1).

The aerosol backscatter coefficient B of the model data (at Ag= 1064 nm) has to be scaled to the
wavelength of interest (355 nm during this study). The aerosol backscatter coefficient B, in the
atmosphere at height z for awavelength A may be calculated by (Vaughan et al. 1998):

7»0> a(Bo(2))

B 0 2) = Bo(2) 5 26)

It is assumed that the scaling exponent o follows alinear law on the logarithmic scale (Vaughan et
al. 1998):

a(Bp(2)) = —0.104 In(By(2)) —0.62 2.7)

The resulting aerosol backscatter coefficients are shown in Fig. 2.2, for 10 pm, 2 um, and
0.355 um wavelengths, which increases by more than one orders of magnitude with each
transition to a shorter wavelength
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\ 355 nm [o*7e 0%
15- 2um | NN
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Fig. 22  Aerosol backscatter coefficients of an aerosol model suggested by Vaughan et al.
(1998) at different wavelengths (355 nm, 2 um, and 10 um) versus altitude.

The benefit of lidar systems operating at wavelengths of 355 nm is an increased aerosol
backscatter compared to lidar systemsat 10 um or 2 pm.

Wavelength distribution

Unlike the broad Rayleigh spectrum, the spectral width of the Mie backscatter signal isvery close
to the transmitted laser spectrum, due to the fact that the thermal motion of aerosols is much more
smaller compared to molecules, because of their size and mass. Assuming a Gaussian wavelength
distribution for the transmitted laser spectrum, the standard deviation o), of the Mie backscatter
may be calculated by:

A>\‘L FWHM
Oy = —oPWHM 28
M 8In2 28)

where ALl pwhm is the full-width half-maximum (FWHM) of the spectral line of the laser.
Typical Mie and Rayleigh scattering profiles are shown in Fig. 2.3, the narrow spectral shape
from Mie scattering and the broad spectral shape from Rayleigh scattering with zero wind
velocity.
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Fig. 23 Intensity distribution of Mie and Rayleigh (at 273 K temperature) backscatter signals
with different standard deviations ¢ from a 355 nm source versus wavelength.

2.1.3 Extinction

Extinction is the attenuation of light due to absorption and scattering as the light passes through a
medium.

Aerosols

The relationship between backscatter and extinction coefficients of aerosols has been discussed by
many authors (Doherty et al. 1999, Liu et al. 2002, Evans 1988, Spinhire et al. 1997). It was
shown that alinear relationship applies for monodispersed spherical particles:

- = (2.9)

where B, is the aerosol backscatter, o the aerosol extinction (attenuation) coefficient, and k the
extinction-to-backscatter ratio (also called lidar ratio). Values of k vary over a large range
depending on the type and concentration of the aerosols (Section 3.1.1).

Molecules
The extinction coefficient o, is derived from the molecular backscatter coefficient by using the
ratio (Measures 1992):

OUmol _ 8m
== g (2.10)
BMoI 3

Since the extinction is given in units of m™* and the backscatter ratio in units of m™ sr't, the ratio
per steradian of solid angleis 8rt/3.
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2.1.4 Transmission

The transmission of the atmosphere is governed by the extinction of both aerosols and molecules,
and the two-way transmission is described by (Measures 1992 p. 240, 298):

-2 J-Zton(z) dz

0.2 =e ° (2.11)
The total extinction is calculated by o = ap + o o, Where ap is the extinction coefficient for
aerosol and oy, for molecular scattering. Z is the altitude of the instrument and z is the altitude
of the target. The quadratic term T 2 arises from the laser light travelling the distance from the
transmitter to the target twice on the way towards the target and back to the receiver. The
atmospheric transmission is demonstrated in Fig. 2.4 for a ground (left) and airborne (right)
system.

Ground systern Airthorne system
10+ 10-
o B —_ B
355 nm a
g 4 pm| 8 355 nm
- -
-E 4 - _E 4-
oo2- =
4 pum
0- I I I I I I 1 I 1 0- | 1 | | [ 1
0.2 0.3 04 0.5 06 07 08 0.9 1.0 0.0 0z 0.4 0.4 0.a 1.0
Transmiszsion T2 Tratstzsion T2

Fig. 24 Atmospheric transmission T 2 versus altitude of a ground (left) and an airborne system
(right) for a 355 nm lidar (black line) and a2 um lidar (grey line).

High aerosol and molecular backscatter coefficients at 355 nm wavelength results in an overall
reduction in transmission through the atmosphere. For both the ground and airborne system at
355 nm wavelength, the transmission is reduced to 25 % for a distance of 10 km to the target. The
transmission of the 2 um lidar is reduced to 90 % and hence the backscatter signal of the 2 pm
system is stronger by a factor of 3.5. But this disprofit is outweighed by the fact, the backscatter
intensities are up to three magnitudes stronger (Fig. 2.1 and Fig. 2.2) for the 355 nm system in
respect to the 2 um lidar.

2.1.5 Scatteringratio

The scattering ratio (also called backscatter ratio, Measures 1992 p. 297) is defined as the ratio of
the sum of aerosol and molecular backscatter to molecular backscatter. The scattering ratio is be
determined from aerosol and molecular backscatter coefficients and may be written as.

_ Ba* Byl

3 Sl (2.12)
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The backscatter ratio of a 355 nm system and the median aerosol model (Section3.1.1) is
illustrated in Fig. 2.5.

1 1
1.0 1.2 1.4 1.6 1.8 2.0
Backscatter ratio

Fig. 25 The backscatter ratio of a 355 nm system and the median aerosol model depending on
altitude.

The scattering ratio is ameasure for aerosol impact referring to molecular scattering. It is used for
e.g. aimospheric modelling and aerosol characterization (Section 4.2.4).

2.2 Lidar principle

A lidar consists of three main subsystems: the transmitter, the receiver, and the detection system,
shown in Fig. 2.6. The transmitter is the light source which generates light pul ses and directs them
into the atmosphere. Lasers are an ideal light source for lidar systems because of the low
divergence, narrow spectral width, and the ability to generate short pulsest. The optical receiver
unit of alidar collects and filters the backscatter laser signal and directs it onto the detection unit.
For the case of awind lidar the backscatter signal leads to the line-of-sight (LOS) wind speed,
measuring the radial component of the wind along the laser beam, by the properties of the
wavelength of the backscatter light.

1. The spectral width of laser pulses for lidar systems are in the range of MHz and the pulse length isin the range of ns.
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Fig. 2.6 Principle of alidar system.

Lidar equation

The lidar equation is used to determine the energy of the backscatter signal detected by a lidar
system and takes into account both the instrumental parameters and the atmospheric variables
introduced in the previous section. The backscatter laser energy at a distance r from the lidar
system is given by (Measures 1992 p. 243):

AR- A, )

E(AL1) = EL- = k(A BT - T (A (2.13)
where E;_is the energy of the transmitted pulse, A, the wavelength of the transmitted pulse, and
B(1,, r) the amospheric backscatter coefficient. Ay/r2 is the acceptance solid angle of the
receiving optics with A the collecting area of the telescope (optical aperture). The instrumental
constant k(1) takes into account the response of the receiver, such as the spectral transmission
factors and the overlap function of the telescope! (Section 3.2.2). Also contributing to the
backscatter energy is the atmospheric transmission coefficient TZ(XL), and the range AR of the
atmospheric volume being irradiated. The physical length of the laser pulse 7 limits the minimal
resolution AR, = T - C¢/2 , wherec isthe speed of light.

1. The overlap function describes the factor of overlap between the transmitter and the receiver optical path depending on the
distanceto the lidar.



2. Lidar 13

2.3 Doppler wind lidar

2.3.1 Concept

Doppler wind lidar (DWL) systems determine the LOS wind speed as a function of range using
light-scattering particles in the air (aerosols and molecules) as tracers. The atmospheric particles
that are moving with the wind velocity cause a frequency shift of the backscatter signal due to the
Doppler effect. The frequency shift is related directly to the wind velocity aong the laser beam
(an overview recently was published by Werner 2005 p. 325, Platt 2003).

2.3.2 Doppler effect

The Doppler effect is a phenomenon that can be observed whenever there is relative motion
between a source of waves, most notably sound, water or light waves, and an observerl. The
Doppler effect is the shift of awave's frequency caused by the relative motion of an observer and
the wave source. This motion causes the frequency of the wave to increase as the source and
observer move towards each other and to decrease as they move apart. The Doppler effect was
first described by the Austrian physicist Christian Johann Doppler in 1842 (Doppler 1842).

Under a Doppler shift, the optical frequency of light is shifted by a factor of v/c, where v is the
velocity at which the observer is approaching or receding from the source, and c is the speed of
light. Since v << ¢, the resultant frequency f’ of the light may be written as (Werner 2005):

f' =1, (1+‘-é) (2.14)

where fj is the frequency of the transmitted light. The Doppler shift actually detected by a DWL
system is the result of two Doppler shifts. The first shift in frequency is that seen by the scattering
air particles being investigated, which constitute a moving observer. The second shift arises
because the particlesin the air then act as moving sources, scattering the light which has just been
Doppler-shifted. Since they are sources moving with respect to the lidar system (now a stationary
observer), another Doppler shift, f” is seen on the already Doppler-shifted light with frequency f':

fr = f'(1+‘.é) (215)

The Doppler frequency shift detected back at the sourceisgivenby Afy = f"—f, . Assumingv

<<c, theshift Afp isgivenby Afy = 2 fo V' orintermsof wavelength:
c

Ahg = 2x0‘-é (2.16)

1. Inthecase of light waves, the Doppler effect is equal if either the source or the observer isin motion. For sound waves, thereis
adifference whether the source or the observer is moving, because sound waves require amedium for propagation.



14 2. Lidar

where Aq isthe laser wavelength. An example of awavelength shifted Rayleigh and Mie spectrum
isillustrated in Fig. 2.7. A Doppler shift of 0.5 pm correspondsto a L OS wind speed of 210 m/s.
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Fig. 27  An example of Mie and Rayleigh backscatter intensities from a 355 nm (L) lidar

system versus wavelength. The spectrum in respect to 0 m/s LOS wind speed (solid line) and a
Doppler-shifted spectrum referring to awind speed of 210 m/s (dashed line) isillustrated.

2.4 Methods of detection

Measurements of the Doppler shift can be achieved by two methods: direct detection and
heterodyne detection®. Fig. 2.8 shows the general principle of both the heterodyne and the direct
detection systems. Heterodyne systems employ optical frequency mixing while direct detection
systems use spectral filters? (Section 2.5) for wavelength selection.

2.4.1 Heterodyne detection systems

Heterodyne detection is based on the optically mixing of two signal frequencies, one of which is
the frequency of the local oscillator (Fig. 2.8). The local oscillator generates a signal which is
dightly shifted with an intermediate frequency f,g in respect to the transmitted frequency fy. The
frequency of the local oscillator (fot+f) is optically mixed with the backscatter signal (fo+Afp).
Thus the beat signal of fi+Afp is obtained in a detectable range of MHz at the receiver (fg).
(Hardesty et al. 1981, Hardesty 2003). Such a lidar applying this technique at 2 um wavelength
(Weissmann 2005) will be used to validate the ADM prototype during a flight campaign planned
in 2006.

1. Direct detection is sometimes named "incoherent” detection, whilst heterodyne detection is aso referred to "coherent” or
"indirect" detection.
2. Spectra filterstransmit only a specific wavelength bandwidth.
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2.4.2 Direct detection systems

High resolution spectral filters are used for direct detection systems to determine the spectral
properties of light based on wavelength. By amplifying or attenuating light as a function of
wavelength, information about the spectral wavelength distribution of the signal is obtained. The
wavelength of both the transmitted (reference signal fg) and the received light (Doppler-shifted
signal f;) is measured by means of the spectral line of the atmospheric backscatter signal. These
systems then determine the Doppler shift from these two measurements. This detection technique
is purpose of thisthesis, and is described in detail in Section 2.6.

( Atmosphere >

B ackscattered Eu_acks cattered
signal signal
for i 5 fi=for a5
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H"‘U‘J[.LQL'LI_t Local oscillator | P52 l + \ AR
w ﬁ +ﬁF :I Spectral filter

fos firx (fo+ Af3) | o |
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Laser ' i
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Ju=ji
— Afo= frtfR —= &0 =fo fi
Heterodyne Direct

Fig. 2.8 Principle of the heterodyne (left) and the direct detection system (right).

The heterodyne method is subject to the restriction of a small-banded backscatter signal shape,
and requires the narrow banded backscatter typical of Mie scattering. The broad frequency
spectrum from Rayleigh scattering gives an error of the measurement that is proportional to the
width of the spectrum, hence heterodyne systems are useful to make wind measurements with
aerosol backscatter commonly at wavelengths of 1-10 um. Direct detection systems, on the other

hand, may be used for both the molecular and the aerosol backscatter return (McKay and Rees
2000).
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2.5 Direct detection Doppler wind lidar

Direct detection DWL techniques operating with spectral filters can be distinguished by two
different techniques. One technique is based on the measurement of the spatial displacement of a
spectral line proportional to the Doppler shift with an imaging detector (Rees and McDermid
1990, Rallison and Sorensen 2001). An imaging detector measures the intensities as a radiometric
detector and the location and shape of the filtered signal. This technique usualy is called fringe
imaging detection referring to the method of locating the position of the spectral line (fringe). The
other technique is called the edge technique and was devised to permit interferometric Doppler
shift measurements with simple non-imaging radiometric detectors. Due to this technique the shift
of the spectral line is determined by a change of the intensities at the detector. Both techniques are
applied for the ADM receiver of the prototype and described in the following sections.

2.5.1 Double edge detection method

The double edge technique uses two spectral filters on opposite slopes of the backscatter
spectrum, symmetrically located in respect to the laser frequency (Fig. 2.9). This method was
developed from the single edge method using one spectral filter (Korb and Gentry 1990) which
has been improved since 1989 (Chanin et al. 1989, Korb and Gentry 1990). Because of the steep
slope of the edge, small changes in frequency, produce large changes of the signal transmissions
through the filter (Korb et al. 1992, Korb et al. 1997). The edge technique has been used in simple
laboratory experiments to demonstrate the accuracy of measurements and for atmospheric
measurements (Gentry and Korb 1994, McKay 1998a).

The filter transmission curves (filter transfer function) of the double edge method and the
backscatter spectrum are shown in Fig. 2.9. A change in frequency of the incoming signal leadsto
achange of transmitted intensities at the detector. For the case of zero wind speed, the backscatter
spectrum is centred to the laser spectrum. A Doppler shift produces a positive change in signal
intensity for one edge filter, with respect to itsinitial position. The corresponding signal change of
the other edge filter is opposite in sign. The Doppler shift is determined from the ratio of the
transmissions through each filter (Korb at al. 1998, Flesiaand Korb 1999). Thefirst application of
the double edge method was demonstrated by Chanin et a. (1989) with a Fabry-Perot
interferometer (Section A.1).
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Fig. 29 Thetransmission curves of filter A and B, and the intensity distribution of the Mie and
Rayleigh signal from a 355 nm source in respect to zero wind speed and to a Doppler-shifted
signal versus wavelength.

The transmitted intensities | , and g at the detector are calculated by a multiplication of the filter
function T(A) and the signal (1), and the integration for the wavelength interval from A, to A,:

Ay

Ing = ITA (L) - S(A)dA (2.17)
M

This type of wind measurement technique has been validated on the ground by several
laboratories with photo-multiplier detectors and a conventional Fabry-Perot interferometer
(Garnier and Chanin 1992, Rees et a. 1996, Flesia and Korb 1999). The double edge technique
doubles the signal change for a Doppler shift relative to the single edge technique and improves
the measurement accuracy by nearly a factor of 2 (Flesia and Korb 1999, Korb et al. 1998).
Compared to the single edge technique, the double edge technique is less sensitive to intensity
changes caused by factors other than wind, avoiding errors in the measurement. Thus the double
edge technique was selected for the ADM receiver. A change in intensity of 0.3 % at each of both
channels (0.3 % lessintensity on channel A and 0.3 % increased intensity at channel B) indicates a
LOS wind speed difference of 1.0 m/s.

2.5.2 Fringeimaging technique

The location of the interference fringes at the detector provided by a spectral filter is the result of
the wavelength of incoming light (Section A). Thus the Doppler shift of the backscatter light is
measured by a displacement of the fringe with an imaging detector (McKay 1998b, McKay and
Rees 2000). The fringe imaging technique is most notably used for signals having a narrow
spectral width to ensure the exact determination of the fringe location. The fringe imaging method
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was first used by NASA in 1981 with a Fabry-Perot interferometer (Hays et al. 1981, Hays 1991)
for measuring atmospheric temperature, wind, and density of atoms. McGill and Spinshire (1998)
have shown that the measurement sensitivity of the edge technique is not different to the fringe
imaging system, so measurement sensitivity is not a criterion for device selection, but only the
width of the backscatter spectrum. As shown in Fig. 2.10, the narrow banded Mie signal is fully
imaged at the detector and only a part of the Rayleigh spectrum.
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Fig. 210 The transmission curve of the Fizeau interferometer and the intensity distribution of
the Mie and Rayleigh signal from a 355 nm source versus wavel ength.

The fringe imaging technique is insensitive to the earth background and Rayleigh radiation, and is
capable for laser wavelength monitoring. For the 355 nm system, a Doppler shift of 2 fm
wavelength results in a change of the LOS wind speed of about 1 m/s. Details of the ALADIN
receiver of the prototype and how the double edge and fringe imaging method were realized is
described in the following section.

2.6 ALADIN: adirect detection ultraviolet Doppler wind lidar

ALADIN is the lidar of ADM-Aeolus, developed to measure wind over a larger atmospheric
vertical range than previous lidar systems. A new technique is presented by the instrument
concept of ALADIN, combining an aerosol (Mie) and a molecular (Rayleigh) receiver to benefit
from their complementarities. The Mie receiver provides wind measurements for atmospheric
layers with higher aerosol content or cloudy skies, whereas the Rayleigh receiver measures
molecular backscatter in clear air (developed by EADS-Astrium Toulouse, France).
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2.6.1 ALADIN prototype

A separate module of the pre-development program is the prototype of the ALADIN, including
the transmitter, telescope, and receiver (Durand et al. 2005). The receiver and the telescope are
being developed by EADS-Astrium Toulouse, France, and the transmitter was provided by
EADS-Astrium Ottobrunn, Germany. At this stage of the study, the prototype was tested for the
first time to make atmospheric measurements from the ground and from an aircraft at DLR, and
the results are presented in Chap. 5. A further ground campaign is planned at the German Wesather
Service (DWD) station in Lindenberg near Berlin and a flight campaign (Reitebuch et al. 2003
and 2004).

Fig. 2.11 shows a photo of the prototype in the Falcon aeroplane at DLR during afirst test flight in
October 2005. The receiver isin the large box on the top of the rack, the telescope is pointing to
the floor, and the laser isinside the rack just behind the telescope. The laser beam is directed down
to the atmosphere below the aircraft, through a window just below the tel escope.
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Fig. 211 The ALADIN prototype in the Falcon aircraft (left) and the geometry of an airborne
system (right). The airborne system at a flight altitude of 8 km measures the wind at 20° off
nadir.

The laser of the airborne system points into the atmosphere perpendicular to the flight direction to
avoid a Doppler shift component arising from the motion of the instrument. The LOS wind speed
is determined from a slant angle off nadir (Fig. 2.11) acrossthe flight direction.



20 2. Lidar

2.6.2 Transmitter

The ALDIN transmitter is a Nd:YAG laser (acronym for Neodymium-doped Y ttrium Aluminium
Garnet). This is a solid state laser characterized by a crystal based on a Yttrium Aluminium
Garnet doped with Neodym ions. The Nd:YAG crystals can be activated (pumped) either using
flash lamps or laser diodes. The latter are more efficient in respect to energy output and frequency
stability. Laser diodes are also usually smaller in size and need less maintenance. They are used to
produce high quality beams and have to be harmonized with the crystal material. The best
amplification of light in respect to the crystal properties is at 1064 nm (Kneubihl and Sigrist
1999). The wavelength was defined by Kaminskii (1990) being 1064.15 nm at 300 K.

The wavelengths emitted by a Nd:YAG laser may be changed through harmonic generation. The
term second (third, fourth) harmonic generation means the doubling (tripling, quadrupling) of the
frequency. Nd:YAG lasers can be designed to provide the second, third, and fourth harmonic to
generate wavel engths at 532.075 nm, 354.717 nm, and 266.037 nm? as given by (Koechner 1976):

(1 1yt
Ay = (K_l+ x_) (2.18)

where 532.075 nm results from A4 = A, = 1064 nm and 354.717 nm results from A, = 1064 nm and
A>=532.075 nm (Koechner 1976 p. 491, Kneubthl and Sigrist 1999 p. 194 and 338). The
ALADIN laser emits narrow-band left-circularly polarized pulses at an ultraviolet wavelength
(355 nm) by atripled Nd:YAG laser. The spectrally narrow-band? signals are in the order of MHz
and narrow enough to determine the wind speed better than the required threshold. For higher
frequency stability and spectrally narrower band light emissions, a seed laser is used. Seed
(master) lasers generate narrow band pulses with high frequency stability, but of very low energy.
The beam of the seed laser isinjected into a second (slave) laser that amplifies the power of the
injected beam, thus providing narrow band pulses with increased energy. The wavelength stability
is controlled by the build-up-time of the laser pulse (commonly called laser locking). This time
refers to the time it takes for the laser radiation to build up before the laser pulse exits the cavity.
The build-up-time of the laser is minimized, when the laser is running in single frequency mode>.
Thetime is optimised by controlling the cavity length by means of a piezo at the end of the cavity.
The linewidth was defined in respect to the properties of the receiver (Section 2.6.4), and
consequently stable enough for the needs of the ALADIN system.

2.6.3 Telescope

The backscatter light is collected by a Cassegrain telescope, asis commonplacein DWL systems.
The ALADIN telescope is characterized by two convex mirrors and the same optical axis for the
transmitted and backscatter light (Naumann and Schroder 1992 p. 331). The primary mirror
collects the light and the secondary mirror reflects it through a hole in the primary mirror inside

1. Named in the literature 532 nm, 355 nm and 266 nm.
2. The bandwidth of laser signals generally isin the range between Hz and GHz; the bandwidth of the ALADIN laser is 50 MHz.
3. Inthe single-frequency mode, a single pulse with a defined spectral distribution (bandwidth) is emitted.



2. Lidar 21

the focal point. The secondary mirror obscures the beam path within the near-field, decreasing the
number of photons at the detector. These shadowing effects are determined by the diameter of the
telescope’s mirror, the laser beam parameters, and the optical attributes (field stop, focal length).
Anillustration of the telescope is presented in Section 3.2.2.

2.6.4 Receiver system overview

The receiver system comprises a number of units: the front optics, the two interferometer systems,
and the electronic detection units (Fig. 2.12). The front opticsitself consists of the telescope, field
stop, quater waveplates!, polarizing beamsplitters?, lens systems, and the laser output extractor.
The two interferometer systems shown in the diagram are the Fizeau interferometer
(Section 2.6.6) for transmitting the Mie backscatter signal and the Fabry-Perot interferometer
(Section 2.6.5) for the Rayleigh backscatter signal. Both the interferometers act like spectral
filters and the spectra are imaged at the detectors.

backscatter light

Front Optics

Y Y

Fizeau interferometer Fabry-Perot interferometer

v Y

Mie detector Rayleigh detector

Fig. 2.12 Anoverview of the receiver structure

Receiver system

The main parts of the receiver system are shown in Fig. 2.13. Background light is attenuated by
the front optics where the backscatter signal passes through an interference filter and is rotated
into vertically polarized light. The signal is then reflected off the polarising beamsplitter into the
Miereceiver. The Mie return is transmitted through the Fizeau, and provides alinear fringe whose
position is directly linked to the wind speed (fringe imaging technique). The wings of the broad
Rayleigh spectrum, however, are reflected from the Fizeau with opposite polarisation. The
reflected light is rotated into parallel polarized light by a quarter waveplate located between the
Fizeau interferometer and the mirror. The signal spectrum is then directed towards the Rayleigh
receiver.

1. Quarter waveplates rotate plane polarized light into circularly polarized light and vice versa (Naumann and Schréder 1992 p.
495).

2. Polarizing beamsplitters transmit horizontally polarized light, whilst vertically polarized light is reflected (Naumann and
Schroder 1992 p. 518).
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Fig. 213 A schematic figure of the direct detection ultraviolet DWL receiver system of the
ALADIN prototype.

Because of the width of the Rayleigh spectrum, the double edge technique is applied by use of an
interferometer split into two zones. This is done by sequentially routing the input beam to the
Rayleigh detector unit to two sides of a sequential Fabry-Perot interferometer (Fig. 2.15). The
sides of the interferometer differ in spacing due to a thin vacuum-deposited SiO: layer of
controlled thickness (84 nm), on the inner surface of one end-plate. The different spacing between
both etalons determines the different centre frequencies of both transmission curves. A polarizing
beamsplitter and quater waveplate arrangement within the interferometer (patented by
EADS-Astrium, Schillinger et al. 2003) allows the two sides of the Rayleigh signal to be fully
transmitted without loss to the detection unit, denoted channel A and B.

2.6.5 Rayleigh receiver

A Fabry-Perot interferometer (Section A.1) consists of two etalons mounted parallel at a distance
to one another. The inner faces are coated for high reflectivity (Naumann and Schréder 1997 p.
258). Transmitted light of a monochromatic source displays sharp and clear circular interference
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fringes at the detector. The location of the fringes depends on the wavelength of the incident light
(Vaughan 2002, Saleh and Teich 1991 p. 316).

The ratio of intensities of the incoming light 15 and the transmitted light |; depends on the phase
difference v (optical delay) of the light depending on the optical separation of the plates, and is
expressed as follows:

It _Aw)-T?

2.19
o 1-R? 19

where T is the maximum transmission and R the reflection. A(y) is the Airy function and can be
described by (Vaughan 2002 p. 91):

A(y)= [F : sinz(“é) + 1]1 (2.20)

where F isthe coefficient of finesse, also known as the maximum reflectivity, which describes the
quality of an interferometer (Koechner 1976 p. 205):

4R

F =
(1+R)

(2.21)

In the case of the ALADIN receiver, theincident light is aligned to be perpendicular to the etalons
surfaces, to generate the transmission maximum of zero order (P1in Fig. 2.14 and Fig. A.2) at the
detector to ensure maximum efficiency. Fig. 2.14 illustrates the optical path of perpendicular
incident light and fringes are no longer imaged, but only the transmission maximum of zero order
(circular intensity spot).

Fabry Perot
interfferometer  Lens Image plane
][] P1
M onocromatic——— /
light ——— dtH = i i

Fig. 214 A general schematic illustration of a Fabry-Perot interferometer and perpendicular
incidence of light.

In the sequential Fabry-Perot interferometer of ALADIN (Fig. 2.15) all of the incoming photons
are directed to the first channel (A) with a mean transmission of about 10 %. Thus 90 % of the
photons are reflected off the first channel to the second channel (B). In both cases, 10 % of the
photons are transmitted to the detection unit. Such a scheme is more efficient than conventional
non-sequential (beam splitting) Fabry-Perot interferometer, where a beamsplitter halves the
incoming flux to each channel, and consequently is half as efficient. The sequential routing
technique results in the different peak intensities of channel A and B transmission curves shown in
Fig. 2.16.
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Fig. 215 Principle of the double sequential Fabry-Perot interferometer, and an example of the
number of photons at channel A and B.

The filter curves are defined by the transmission maxima, the spectral width, and the frequency
spacing between each other, as shown in Fig. 2.16. The spacing of the filter transmission curves
depends on the thickness of the SIO, layer in the Fabry-Perot interferometer, whereas the FWHM
(AApwHm A B) depends on the finesse.
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Fig. 216 The transmission curves of filter A and B, the intensity distribution of the Rayleigh
signal from a 355 nm source, and the transmitted intensities, referring to a zero LOS wind speed
versus wavelength. The filter spacing and the FWHM of filter A and B are indicated.

The transmissions of zero LOS wind speed are shown in Fig. 2.16, where the Rayleigh spectrum
is centred near the crosspoint of both filter curves, so that channel A and B yield near-equal
intensities. In the presence of wind speed, however, the Rayleigh spectrum is shifted towards one
of the filter curves, as shown in Fig. 2.17, resulting in a difference in the transmitted intensities of
the two channels.
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Fig. 217 The transmission function and the spectrum asin Fig. 2.16, but for a LOS wind speed
of -250 m/s and the filter spacing of the filter A and B and the total spacing Ahgp,c.

The FWHM of filter A and B, and the filter spacing (Agac) depend on the requirements of the
Rayleigh receiver. Garnier and Chanin (1992) analysed the spacing and the FWHM of the filter
curves for a532 nm system. The spacing and the filter spectral width at 355 nm was examined by
Flesia and Korb (1999) for molecular backscatter and the impact of Mie backscatter, the
sengitivity of the system, and the accuracy for a satellite system.

Beam input
Beam output
Beamsplitter Beamsplitter
Fabry-Perot
interferometer

Fig. 2.18 The Fabry-Perot interferometer of the ALADIN receiver (developed and
manufactured by EADS-Astrium, Toulouse. Photo: Durand et al. 2004).

The EADS-Astrium Fabry-Perot interferometer of the prototype is shown in Fig. 2.18. The system
is mounted on an optica bench and the interferometer cavity is arranged in the centre with
beamsplitters visible on the | eft and right.
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2.6.6 Miereceiver

The Fizeau interferometer functions in a similar manner to a Fabry-Perot interferometer, in that
both generate interference fringes due to an optical path difference between multiple reflections.
The principle difference is that the optical path-difference in a Fizeau interferometer is derived
from wedge-shaped etalon plates (Pérez 1996 p. 403). Unlike the circular fringes provided by the
Fabry-Perot interferometer, the Fizeau interferometer produces localised fringes of equal
thickness, which in the case of monochromatic light at normal incidence, results in sharp,
well-defined and equally-spaced straight lines of constant width, parallel to the edge of the wedge.
As with Fabry-Perot interferometers, the location of the fringes indicates the wavelength of the
incident light. Depending on the angle between the plates, the image of the fringes from the
Fizeau interferometer at the detector is either asymmetric, or nearly symmetric, like the Airy
function shown in Section A.2. For the ALADIN interferometer the parameters of the Fizeau are
choosen to generate nearly symmetric fringes close to the ideal Airy ideal function at the detector
as demonstrated by Dolfi-Bouteyre and Garnier (2002). It is possible to apply the fringe imaging
technique, because the Fizeau interferometer provides a fringe at the detector narrow-banded as
the Mie backscatter spectrum. The spectral width of the filter transmission function is broader
than the width of the Mie spectrum (Fig. 2.10), which leads to a broadening of the signal spectral
shape up to the width of the filter after passing the Fizeau interferometer. Best results for signal
processing in respect to the design of the EADS-Astrium detection unit are achieved for awidth of
the imaged fringe larger than one pixel by spreading the spectrum across the detector (ESA 1999).

Up to now the imaging technique for DWLswas normally used in combination with a Fabry-Perot
interferometer. The detector used in the fringe imaging technique is either a custom made device
with a circular geometry designed to match the Fabry-Perot interferometer interference rings or a
conventional detector with a special optical component to convert the circular fringes of a
Fabry-Perot interferometer into a linear pattern (Skinner et al. 1994, Irgang et al. 2002). Both
techniques require either a complex imaging detector or a more complex converter to produce a
linear pattern. A Fizeau has the advantage of generating linear and sharp interference fringes,
which allows the use of a conventional detection unit (Kgjavaet al. 1994).

The resolving power of the Fizeau is only modestly less compared to a Fabry-Perot interferometer
of the same dimensions and parameters (McKay 2002). The required performance has been tested
successfully in the ESA Technology Research Programme (ESA 1999).
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Fig. 219 The Fizeau hardware of the ALADIN prototype (developed and manufactured by
EADS-Astrium, Toulouse. Photo: DLR).

The ALADIN hardware of the Fizeau is shown in Fig. 2.19. The round cavity includes the two
etalons. The incoming beam arrives from the right, passes the round cavity, and is directed
through the metal tube (left side of the photo) towards the detection unit.

2.6.7 Detection unit

Detection systems of DWLs have a light sensitive area, consisting usually of photodetectors, as
charge coupled devices (CCD), photomultipliers, and photodiodes. The advantages of a CCD in
respect to photomultipliers are the small size and the capability to accumulate signals, and they
have a higher sensitivity as photodiodes for plane imaging. The smallest sensitive area of a CCD
is called a pixel (abbreviation for picture element). Previous indirect detection DWLs used
photodetectors where the quantum efficiency was about 0.1 at 1064 nm (Menzies 1986). The
guantum efficiency is defined as the ratio of the generated electrons at the detector and the
incoming photons. Skinner and Hays (1994) showed that the use of a CCD instead of formerly
common photodetectors increases the efficiency of the system by a factor of 10. A non
accumulation CCD for a direct detection DWL was demonstrated by Irgang et al. (2002). The
ALADIN detector isthe first accumulation CCD (ACCD) for lidar systems and the dimensions of
the ACCD is about 0.6 mm sguare. The same type of detector (Fig. 2.20) is used for both the Mie
and Rayleigh receiver.
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Fig. 220 The hardware of the ALADIN detection system. The ACCD itself is shown in the
small figure (developed and manufactured by EADS-Astrium, Toulouse. Photo: Durand et al.

2004).
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Fig. 2.21 A diagram of the ALADIN ACCD with the image and the memory zone (left) and an
example of the Mie receiver (right) where afringe isimaged at the image zone and the intensities
of each image for adefined atitude are stored in the memory zone.
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The ACCD of ALADIN isused to digitize alaser return as a function of atitude and wavelength.
The ACCD operates in an accumulation mode, patented by EADS-Astrium, to reduce noise
effects. The light sensitive area is a 16x16 matrix of pixels (image zone, Fig. 2.21). One image
corresponds to a defined atmospheric layer in respect to one laser pulse. The integration time (the
time it takes to collect the backscatter light) for each image depends on the desired horizontal
range resolution of the atmospheric measurements. Each line of the image zone is stored in one
pixel of the memory zone, where 25 rows of 16 pixels are available, and each row in the memory
zone corresponds to an atmospheric layer. The memory zone accumulates the images per pulse
until the desired number of accumulated laser pulses is achieved. For each laser pulse the new
Image, depending on atmospheric range, is added to the memory zone until the required number
of pulsesisaccumulated. At the end of an accumulation cycle the memory zone is read out via a
serial register to be stored at the data unit.

The lower limit of the dynamic range! of the ACCD is set by the detection chain offset and the
noise. The main sources of the offset are the dark current and the ACCD output noise (also called
read noise). The dark current is the thermally induced current that exists normally in electrical
image sensing device in the absence of incident light. The output noise arises from the process of
converting the charge of the pixels into avoltage signal for the output of the ACCD. The number
of 16 pixels was chosen to satisfy the demand for low noise arising from a low signa at the
satellite, whilst giving the desired resolution and accuracy in wind speed measurements. The
detection chain offset is determined from measurements in darkness, and is a constant for each
measurement, regardless of time.

For each atmospheric layer the backscatter signal is stored in one row of the memory zone. The
read out process takes 25* 2.1 ps for 25 atmospheric layers, leading to 50 s to store and read out
the signal of one laser pulse (Fig. 2.22). The range resolution of 2.1 ps leads to an atmospheric
layer range of 315 m.

L aser 2 |laser pulse: laser pulse:
pulses é 20ns s 10 ms 20 ns
ooy = | [ZW8 ] |
.7 el time
’/ atmospheric ranges: T
Readouttothe 1
memory zone: Range 1/ Range 2 | Range 3 Range 25
- >
[ 21ps [21ps T 21 us time

Fig. 222 The times of the laser pulse transmission compared to the integration times of the
ACCD.

1. Thedynamic range is the maximum charge with signal information that can be stored in a pixel
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a) Rayleigh ACCD

The purpose of the ACCD is to record the light levels from the dual channel Rayleigh
interferometer, since the ratio of the intensity is a measure of the wind speed. Fig. 2.23 shows the
measured intensities corresponding to channels A and B on the ACCD image zone. As
demonstrated in Fig. 2.13, the transmitted intensities are imaged as a circular spot.

16 pixels

16 pixels

The transmitted intensities
at channel A and channel B

y

Fig. 223 The measured intensities of the Rayleigh spots arising from the transmission curves
of the Fabry-Perot interferometer (Photo: Durand et a. 2004).

b) Mie ACCD

For the Mie backscatter, however, it is the location of the fringe, rather than intensity, which
provides a measure of the LOS wind speed. A modelled signal in the image zone is demonstrated
in Fig. 2.24 where the white vertical line corresponds to the Fizeau fringe maximum.
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Fig. 224 A modelled fringe at three different locations at the detector in the image zone
referring to different LOS wind speeds of -55 m/s, 0 m/s, and 55 m/s.
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In the Mie ACCD, 1 pixel corresponds to a LOS wind speed of 18.35 m/s. An actual Mie fringe
measured by the ACCD is shown in Fig. 2.25.

16 pixels
F M

)

}

>
A

16 pixels

\/
Fig. 225 Theimaged fringe, measured at the ACCD (Photo: Durand et al. 2004).
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3 Simulator of adirect detection Doppler wind lidar

Simulation software provides a powerful tool for the investigation of the performance of a lidar
system under various conditions. An end-to-end ssimulator was developed to evaluate the
ALADIN prototype, which consists of a forward and a retrieval module (Fig. 3.1). The forward
module includes the input parameters, the simulation process, and the output (spectral information
of the backscatter signals) of the system. The results are processed and analysed in the retrieval
module.

System parameters
\V4

Forward

module
\VY4

Output

V
o
\Y4

module

End-to-end simulator

Results

Fig. 3.1 A general diagram of an end-to-end simulator.

The forward module of the simulator generates the signals at the detector by modelling the
atmosphere and the instrument. The retrieval module includes the data processing routines to
obtain the LOS wind speed and is discussed at greater length in Chap. 4.

Different Doppler lidar end-to-end simulation software has been developed and improved in the
last three decades (Abreu 1979, Streicher et al. 1998, McGill et al. 1999, Veldemann 1999, Leike
2000, Marseille and Stoffelen 2003).

Abreu (1979) introduced the possibility of direct detection DWL measurements from satellite. He
analysed the expected range resolution and measurement accuracy of wind measurements by the
use of a Fabry-Perot interferometer with a multiple-ring anode detector!. The simulations were
done for an orbital platform at 530 nm and 550 nm wavelengths.

McGill et al. (1999) analysed the performance of direct detection DWL systems at 355 nm
wavelength for different atmospheric models. The receiver included two Fabry-Perot
interferometers for the double edge method and a multiple-ring anode. A new technique was
developed to model more realistic atmospheric profiles based on airborne lidar observations. The
model included solar variance, cloud, and aerosol variability. The results of the study reveal the
particular importance for the validation of simulation tools with regard to aimospheric conditions
as measured by e.g. radiosondes.

1. Such systems require a circular anode at the detector to match the circular fringe pattern of the Fabry-Perot interferometer.
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The Lidar Performance Analysis Simulator (LIPAS) was introduced by Veldman (1999) to
analyse the performance of the ADM phase-A system (ESA 1999). It was further developed by
Marseille and Stoffelen (2003), and focused on the atmospheric modules. The atmospheric
parameters for the phase-A study were taken from the RMA (Section 3.1.1), provided by ESA.
Cloud data were taken from the ECMWF database (Becker et a. 1996), and the possibility of
large biases in the Rayleigh receiver was pointed out, in respect to clouds and background light.
To analyse the ADM performance under different atmospheric conditions, the LIPAS database
was upgraded by taking molecular, aerosol, and cloud backscatter data from the Lidar In-space
Technology Experiment! (LITE). Other atmospheric data (wind field, humidity, temperature,
pressure) have been obtained from ECMWF analyses (Stoffelen et a. 2002). For the LITE data,
winds are retrieved from the simulated Mie receiver, even in the higher altitudes (up to 20 km),
which can be attributed to the fact that the retrieved backscatter shows up to an order of magnitude
more aerosols than the RMA data (median aerosol model). Estimating the performance of the
satellite version of ALADIN, it was shown that an improved quality control is required to avoid
errors of the Mie receiver results caused by the low vertical resolution (1-1.5 km) in clouds.

A computer program to simulate the direct detection lidar for the ADM phase-A system was
developed by Leike et al. (2001). The atmospheric parameters of this module were taken from the
DWD for a period of 10 days in January 1998 around the globe. The system results in effective
measurements of layers with aerosols and molecules, but experiences stronger attenuation
especially with light propagation in clouds. The simulation was compared to a direct detection
Doppler lidar at the Observatoire de Haute Provence, which employed the double edge detection
method, and the results of both the measurements and the simulations are in good agreement
(Hertzog and Garnier. 2002). Leike (2000) has also adapted the Direct Detection DWL (3DWL)
model to incorporate the ALADIN satellite instrumental features, requirements, and parameters.

The ALADIN prototype ssmulator (AProS) developed in this study, is based on modules of the
3DWL (Leike 2000) and was adapted to the specia features of the prototype (Section B). AProS
was designed to enable wind measurement studies and the analysis of the ALADIN prototype
from aircraft and ground under various atmospheric conditions, and instrumental parameters.
AProS was adapted to incorporate al the differences between the satellite system and the ground
and aircraft platforms. The simulation tool differs from othersin its high vertical resolution of the
atmospheric layers (15 m) and cloud variability. AProS is based on Monte Carlo? simulations
(Ermakov 1975 p 65, Marchuk et al. 1980) to ensure more realistic signals at the detector.

In 2003 AProS was based on a single photon ssimulation, and each photon was generated and
processed through the instrument. This technique was then supplanted by the simulation of the
spectra per single laser pulse with a random number of scattered photons (Section 3.1.2). The
results match the output data of the single photon technique, but the simulation time was
significantly reduced. The atmospheric database of AProS was taken from the RMA. AProS is
fast in processing, includes the random properties of emitted photons, and can be adapted to any

1. A lidar operating at 1064 nm, 532 nm, and 355 nm was flown on a space shuttle which provides atmospheric data during the
period from 09.09 to 18.09.94.

2. Thegod of the Monte Carlo method is to simulate a physical system by random sampling to describe the system evolution.
This method is used in many diverse applications e.g. the radiation transport in the Earth's atmosphere.



3. Simulator of adirect detection Doppler wind lidar 35

change of instrumental parameters. The instrumental parameters were varied to validate and
analyse the system.

An overview of AProS is shown in Fig. 3.2. The input parameters are used to calculate the
gualities of the backscatter signal photons. The signals are then processed though the receiver
components and the intensities at the detector are modelled. The atmosphere is divided into small
layers with variable depth (typically 15 m), where the atmospheric conditions are assumed to be
constant (wind speed, temperature and pressure). The aerosol backscatter coefficients and the
transmission for clear and cloudy air are taken from model atmospheres (Section 3.1.1). The
backscatter spectrum is calculated through all the optical components of the system and the
signals at the detector are simulated.

Data input:
Laser: - Atmospheric parameter
Calculation of - Instrumental parameters
emitted photons ¢
Atmosphere
Calculation of number and wavelength
—_ of backscatter photons

v

v

Fizeau interferometer: Fabry-Perot:
Transmission filter function; —P | Transmission filter function;
caculation of transmitted and calculation of transmitted
reflected photons ALADIN photonson A and B
¢ receiver l

Number of electrons on
pixel 1- 16

Fig. 3.2 The structure of the simulation software.

Number of electrons on
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3.1 Atmosphere

3.1.1 Sandard and reference model atmosphere

The RMA data (Section 2.1.2) have been frequently used for lidar in space simulations (Stoffelen
et al. 2002, Di Girolamo et a. 2004). The temperature and pressure profiles (U.S. standard
atmosphere) are defined by the Air Force Geophysics Laboratory (AFG Lab), and represent an
idealized state of the Earth’'s atmosphere, referring to a period with moderate solar activity for
various climatic conditions (Champion 1985). Additionally, temperature, pressure, cloud cover,
and wind data can be taken from the local model (Doms et a. 1999) of the German Wesather
Service (DWD). Table 3.1 presents the different data sources.

Table 3.1 Atmosphericinput parameter

Parameter Literature Model data

Temperature AFG Lab DWD data

Pressure AFG Lab DWD data

Aerosol RMA DWD data
Extinction-to- backscatter ratio RMA, constant Constant

Wind Congtant DWD data

Cloud model RMA DWD data

The different temperature and pressure profiles are named U.S. tropical, U.S. mid latitude
summer, U.S. mid latitude winter, U.S. sub arctic summer, U.S. standard atmosphere illustrated in
Fig. 3.3.
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Fig. 3.3 Altitude profiles of temperature (left) and pressure (right) of different climatologies of
the Air Force Geophysics Laboratory.
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Aerosol models (RMA):

The RMA includes data of atmospheric backscatter measured at 10.6 um wavelength. Five
backscatter profiles from the ground up to 16 km altitude are illustrated in Fig. 3.4. The aerosol
backscatter decreases with atitude for all models. The aerosols diminish above the boundary layer
while near-ground aerosols may be found in great quantities. The profile of the higher decile
model also illustrates the effects of thin and transparent clouds for altitudes at 4 km and 10 km.
The backscatter profiles are scaled to 355 nm wavelength using EQ. 2.6 and EQ. 2.7.
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Fig. 3.4  Different aerosol backscatter profiles referring to a wavelength of 355 nm versus
altitude.

The percentiles are those val ues of backscatter at which a given percentage of the datais greater or
less than this value. Thus the upper/lower quartiles have 25 % of data greater/less than, whilst the
upper lower deciles have 10 % of data greater/less than.

The RMA profiles were derived from field campaigns before the eruption of volcano Pinatubo in
June 1991, which leads to an increased aerosol concentration even in the stratosphere. During the
LITE campaign in 1994 the effects of Pinatubo could be still observed. The atmospheric database
taken from the RMA for higher aerosol loadings is quite well in line with the atmospheric
parameters of LITE, and the RMA median model agrees within an order of magnitude with the
EARLINET database (The European Aerosol Research Lidar NETwork, set up to Establish an
Aerosol Climatology, Bosenberg and Matthias, 2003). EARLINET consists of a network of 21
stations distributed over most of Europe which measure the vertical distribution of aerosols, and
provide a database of aerosol distribution on a continental scale. The results are shown in Fig. 3.5,
where three profiles of the RMA are illustrated (median, lower and higher decile). The average
aerosol backscatter of the LITE measurements was derived from cloud-free profiles and adapted
from Stoffelen et al. (2002). The EARLINET profiles (summer and winter) were adapted from
measurements in Munich presented by Wandinger (2003).
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Fig. 3.5 Different aerosol backscatter profiles from the RMA (median, lower and higher
decile), EARLINET (winter and summer in Munich), and LITE data (The LITE data were
provided by G J. Marseille) versus altitude.

The RMA backscatter scenario is close to the EARLINET and LITE data. The RMA was chosen
during this study because of the large range in respect to the aerosol backscatter coefficients. This
offers the possibility to analyse the Mie and Rayleigh receiver for different aerosol variability
(Section 4.2.4).

Extinction

The extinction is calculated from the extinction-to-backscatter ratio (Section2.1) for air
molecules and aerosols, where the ratio of molecules is constant (8r/3 sr, EQ. 2.10). The ratio of
aerosols corresponds to a change in particle size, not in density, as demonstrated by Li et al.
(2000) at 532 nm wavelength. A large field of studies in the extinction-to-backscatter ratio of
aerosols (lidar ratio) was performed in the past because of the correlation to high particle size
sengitivity (Evans 1988, Li et al. 2000, Chen et al. 2002, Liu et. al. 2002). Evans (1988) suggested
amodel to compute the lidar ratio and compared the results to the literature. The agreement was
found to be good. The lidar ratio of the model depends on the refractive index and the particle
size, and was analysed for different regions and wavelengths at 1064 nm and 690 nm. The
variation of the lidar ratio for cirrus clouds was determined by Chen et al. (2002) at 523 nm. An
average ratio of 29 sr +/-12 sr was measured for all cloudsin the period 1999 and 2000. Below 12
km the lidar ratio varies randomly, and within 12 - 15 km the lidar ratio is between 20 and 40 sr.
High clouds at about 15 km lead to lidar ratios between 10 sr and 30 st. The values depend on the
temperature, which causes an increased uncertainty. Liu et al. (2002) analysed the lidar ratio at
532 nm during the Asian dust period in spring 1998 and 1999. The measured val ues range from 42
s to 55 sr. In respect to the studies made for backscatter ratios there is a large scale of variation
noticeable from 10 sr to 55 sr. Theratio at 355 nm issmaller than at 532 nm. In this study the lidar
ratio is assumed to be 50 sr, following the most recent works and the results suggested by Vaughan
(1998 p. 51). He proposed values with a dependency on altitude in the range of 13 sr (cirrus
clouds) to 60 (volcanic) for a 355 nm lidar system. A lidar ratio of 50 sr was suggested by Tan and
Andersson (2004), and this value has been used in previous studies as well.
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Cloud modds

About two-thirds of the globe is covered by cloud. As a consequence, it is hecessary to assess the
performance of ALADIN for wind measurements in regions with significant cloudiness. Dense
clouds attenuate the signals strongly, so that wind speed cannot be measured. At the cloud border
or in semi-transparent clouds, there is a strong Mie backscatter, so the Mie receiver is used for
wind estimation. Inside clouds, the signals are strongly attenuated. Areas with broken clouds may
allow profiling the full atmosphere. Various investigations can be found in the literature to
determine the cloud cover factor. Tan and Andersson (2004) analysed different cloud model data.
The ECMWF atmospheric model was compared to the cloud cover data from LIPAS using LITE
data as input parameters. The LIPAS model based on constant cloud profiles for horizontal ranges
of 1 km and no distinction was made between backscatter from liquid clouds and ice clouds, but
the droplet size is assumed to vary linearly with pressure. The ECMWF model cloud cover
underestimates cloud cover of LITE by 20 % on average and has a systematic lack of low-level
cloud. Current investigations are done to analyse the GLAS data (Geoscience Laser Altimeter
System?) on cloud variability (Palm et al. 2005, Palm and Spinhire 1998) and in the near future
data can aso be expected from the satellite mission Calipso (Cloud-Aerosol Lidar and Infrared
Pathfinder Satellite Observation). Palm et al. (2005) showed that for low and middle clouds the
ECMWF provides good results but often misses the location and amount of high cirrus clouds.
Thereis an overestimation of high cloud fraction too, and this error increase with forecast length.

Astin and Kiemle (2003) analysed the effects of broken clouds on lidar measurements from
airborne lidar data, obtained from UV lidar measurements during the CLARE’98 (Cloud Lidar
And Radar Experiment) campaign. The advantages of increased horizontal resolution by
analysing each ACCD image of 50 accumulated pulses (3.5 km) instead of accumulating 700
pulses (50 km) were discussed. The effects of data loss through accumulation over 50 km were
shown in the study. An analytic approach was demonstrated by Astin and Latter (1998). The cloud
distribution and the breaks in cloud cover were assumed to follow exponentia distributions, and
the probability was chosen randomly for individual sections. This gives a good approximation of
typical cloud distribution.

During this study, the cloud cover coefficients of the DWD local model are taken for smulations
with AProS. Thelocal model isanon-hydrostatic model with a vertical resolution of 31 levels (10
levels within the first 1500 m) and an operational horizontal resolution of 7 km, which is suitable
to simulate atmospheric variability in respect to the resolution of the simulations. Each
atmospheric cell during simulation is labelled by a mean cloud cover value. This is a good
estimate for simulations with alarger vertical (> 1 km) and horizontal mesh size and enables short
simulation times.

Besides the cloud cover coefficients, which can vary with each laser pulse over each 15 m vertical
range, the corresponding backscatter and extinction values (Table 3.2) are selected for use in the
case of clouds during this study. The backscatter and extinction coefficients for clouds were taken
from the RMA, and are calculated for water clouds, treating water droplets as spherical particles
(Dermendjian 1964). The cloud backscatter By o,q depends on altitude z and the aerosol
backscatter B ¢oug IS determined by:

1. Mission launched in 2003; GLAS s alaser atimeter designed to measure topography, clouds and aerosol height structure.
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BA, cloud (Z) = BA (Z) + Bcloud(z) (31)

where B, is calculated by EQ. 2.6 and B q,q IS taken from Table 3.2. When the DWD data are
used in a simulation, the cloud cover coefficient (clc) has additionally taken into account. The
aerosol backscatter is then considered as follows:

Ba, coud (2 = Ba (2) + Bgjoua(2) - clc (3.2

The cloud cover coefficient from the DWD data is scaled in a range of zero to one. Total sky
coverage by cloudsis represented by the value one.

Whilst the molecular backscatter coefficient is not affected by cloud cover, clouds do have effects
on the molecular return signal by attenuation of transmission, calculated from molecular
extinction (Section 2.1.3). The resulting extinction of aerosols and moleculesis calculated by:

®A +Mol, cloud (2) = BA, cloud (2)- k+ Aol (3_3)

where k is the lidar ratio (EQ. 2.9), o, the molecular extinction (EQ. 2.10), and o.qjq,q IS taken

from Table 3.2. For cloudy skies the Mie backscatter signal is very strong and the Rayleigh
backscatter is attenuated. Thisis considered in the calculation of the two-way transmission T 2:

z2

) _ -2 J-Zl A +Mol, cloud (Z) dz (34)
Taoud (2) = €

Table 3.2 RMA backscatter and extinction coefficients of cloud models

Backscatter coefficient | Extinction coefficient
Types of cloud Baoud [M™* 5] Agoud [M™] Altitude [m]
Stratus 5x10°3 9x1072 200 - 700
Cumulus 6x10% 1.2x102 750 - 1000
Cumulonimbus 1x1072 1.8x101 2000 - 4000
Altostratus 1x103 1.8x1072 4000 - 4500
Cirrus 1.4x107° 2x10°4 8500 - 9500

The shape and size of droplets and ice crystals leads to multiple scattering and depolarisation, so
that changes in the aerosol backscatter signal can be observed. Depolarisation and multiple
scattering, however, are not considered in AProS, since there is negligible influence on the
Doppler shift for multiple scattering in direct detection Doppler lidar systems (Leike et al. 2000),
because the field of view of the instrument is very small (Werner et a. 2005 p. 174). Multiple
scattering increases if a cloud is present. Benayahu et al. (1995) demonstrated that for the
presence of clouds single scattering still accounts for 95 % of the return signal when the field of
view divergence is smaller than 0.5 mrad. The field of view of the ALADIN prototype is
0.1 mrad, and it is reasonable to neglect multiple scattering effects.
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Depolarisation is defined as the ratio of linearly polarized light (orthogonal to the propagation
vector) to the light with parallel polarisation. Depolarisation isweak in clear air (1.4 %, Vaughan
et al. 1998) but increases significantly for ice crystals (cirrus clouds, Vaughan et a. 1998).
Therefore an increase in depolarisation indicates the presence of non-spherical particles such as
ice crystals. Measurements at 532 nm by Chen et al. (2002) shows depolarisation values from 0.3
to 1.0 for cirrus clouds. The backscatter from cirrus clouds is high compared to depolarisation and
therefore not considered in AProS.

3.1.2 Photon backscatter statistic

The mean number of backscatter photons Ny, is calculated by the lidar equation (EQ. 2.13), and
varies according to a Poisson distribution with astandard deviation of oy =, /Ny, .

The wavelength distribution of the backscatter Mie and Rayleigh photons is represented by a
Gaussian approximation (Section 2.1.1 and Section 2.1.2). The standardised Gaussian distribution
is calculated separately for the Mie and Rayleigh photons:

A
1 e 26R M

2

N,(A) = N

where N; is the number of photons of wavelength interval j, og \ is the standard deviation of the
Gaussian spectrum for the Rayleigh or Mie spectrum (EQ. 2.5, EQ. 2.8), A}, the mean wavelength
of wavelength interval j, and Ny, is the mean number of backscatter photons. The Rayleigh and
the Mie spectrum of the backscatter photons are shifted with respect to the Doppler effect Aip.
Fig. 3.6 illustrates the Rayleigh backscatter spectrum with a Gaussian shape calculated with a
Poisson distribution of the intensities per wavelength interval.
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Fig. 3.6 The Rayleigh backscatter photons versus wavelength from a 355 nm source including
noise. The differences between the FWHM AAgwqm @nd the standard deviation og are indicated.

The Rayleigh spectrum is modelled for a wavelength interval from +4 pm to -4 pm in steps of
5 fm. The Mie spectrum is modelled for a wavelength interval of +/-0.08 pm in steps of 0.05 fm,
which provides best simulation results in respect to the wavelength interval and resolution.



42 3. Simulator of a direct detection Doppler wind lidar

3.2 Instrument

3.2.1 Laser

The number of the emitted photons is calculated by the energy per photon h* c/A (for a
frequency f) and the laser pulse energy E, :

(3.6)

where his the Planck’s constant (6.625x10°3 J's). The number of backscatter photons Noh(m, Ry Of
the Mie and Rayleigh spectrum collected by the telescope depends on the backscatter energy
E(\, r) (received by lidar EQ. 2.13) and can be described by:

A
Nohow, R)(2 1) = 7= B(ALT) 37

3.2.2 Receiver optics

The backscatter photons collected by the telescope are attenuated by the transmission of the
transmitter T and receiver optics tg of the front optic modules. These parameters include the
telescope, mirrors, quarter waveplates, beamsplitters, and spectra filters in front of the
interferometers.

Telescope overlap function:

The laser is transmitted coaxial (Fig. B.2) to the optical axis of the telescope (Fig. 3.7). In front of
the telescope the backscatter light toward the primary mirror M1 is obscured by the secondary
mirror M2. Farther than 330 m, the backscatter light from the laser is attenuated by partial
obscuration of the secondary mirror and the overlap of both the laser beam and the telescopes
receiver volume (also denoted as geometric form factor or crossover function in the literature).
Full overlap occur at 3382 m distance.
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Fig. 3.7 A schematic design and the optical path of the ALADIN prototype Cassegrain
telescope with the primary mirror M1 and the secondary mirror M2.

Severa attempts were made to estimate the profile of the overlap factor theoretically for
non-coaxia and coaxial systems (Halldorsson and Langerholc 1978), and experimentally by Dho
et a. (1997). The overlap of a direct detection system was determined by Wandinger and
Ansmann (2002) experimentally and theoretically with an iterative approach. The overlap
function was implemented within the simulator (Fig. 3.8) using the algorithms performed by
Meister (2005), and isimportant for near-field measurements on the ground. The overlap damping
in respect to R'2 demonstrates the backscatter intensities depending on the distance.
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Fig. 3.8 The overlap function (grey field) and overlap damping in respect to /R? (black line).
A Gaussian beam profile was assumed (adapted from Meister 2005). There is no overlap near the
receiver up to 330 m distance, then the overlap increases to 1 at 3382.5 m. The maximum
intensities are received from a distance of 1057.5 m.

The parameters of the overlap function are calculated by 100 prad field of view, 70 urad laser
beam divergence, 20 mm laser beam diameter, 200 mm diameter of primary mirror, 85 mm
obscuration by mirror 2, afocal length of 1513 mm, and a mirror spacing of 487 mm.

3.2.3 Filter transmission function

Denker and Tritschler (2005), and Gittins et al. (1998) demonstrated an ideal accordance of
measured Fabry-Perot interferometer transmission functions and the Airy function (EQ. 2.20). For
both the Fabry-Perot interferometer and the Fizeau interferometer, the Lorentzian function was
used to model the filter function, which is an adequate approximation of the filter Airy function
(Sahlech and Teich 1994, Winzer et al. 2001, Flesiaand Korb 1999). The L orentzian function may
be written as (Vaughan 2002 p. 102):

T(k ¢) = (4[(_‘;\7_\7%0}24, 1)_1 (3.8)
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where ¢ isthe phase difference, k is an integer, and maxima occur for ¢ =2 r k. The shape of
the filter transmission function is presented in Fig. 3.9 for ¢ = 150 (start value), FWHM = 50, and
k < [0, 50].

o oy o o
-150 -100 =50 0 50 1on 150
p-2wk

Fig. 3.9 The amplitude of a computed Lorentzian shape versus ¢ - 2 k (EQ. 3.8).

3.2.4 Fizeau interferometer

The instrumental parameters of the Fizeau interferometer, used in AProS, are the filter peak
transmission T, , the pupil truncation ratio (Fig. 3.10), the filter FWHM (ALpypwm), the filter
useful spectral range (USR, ALy sr), and the free spectral range (FSR, ALggr, valuesin Table 3.3).
The Mie filter peak transmission is the maximal transmission of the Fizeau interferometer
including absorption. The pupil truncation ratio defines the ratio of the photons imaged at the
square field of the ACCD and the incoming photons limited by the round pupil of the field of
view.

a . Fig. 3.10 The parameters to calculate the pupil truncation ratio.

The illuminated square field of the detector is calculated by

a Agy=a2=2r2 The round illuminated spot is calculated by
2r A= r2m. The ratio of the photons on the square field to all the

incoming photons can be written as Agy/ Ac= 2/ 7, hence the
number of incoming photons are reduced by the factor of 2/t .

The filter transmission curve (transfer function), filter FWHM, USR, FSR, and atypical Rayleigh
spectrum are demonstrated in Fig. 3.11. The range of the measurements is limited by the USR
(0.695 pm) which defines the maximum wind speed measurement range. The transmitted photons
are calculated depending on wavelength within the USR. The FSR reiteration was taken into
account for the reflected Rayleigh photons and the corresponding larger wavelength interval.

Dolphi-Bouteyre and Garnier (2002) examined the parameters of the Fizeau interferometer of
ALADIN (surface defects and misalignment) and the asymmetric fringes (Section A.2). It was
demonstrated that the fringes may assumed to be symmetric for the ALADIN configuration.
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Fig. 3.11 Transmission curves of the Fizeau interferometer (black) and the Rayleigh spectrum
(grey) in respect to the Rayleigh wavelength interval. The FSR, USR, and FWHM of the
transmission curves are indicated.

Transmission at the Fizeau interferometer

The photons at the Mie receiver for each atmospheric layer are stored in lines of 16 pixelsin the
ACCD memory zone and each pixel is linked to a part of the transmission curves during
simulation. The Fizeau interferometer can be considered as a sequence of Fabry-Perot
interferometers in the plane parallel to the wedge (Dolfi-Bouteyre and Garnier 2002).

-

=1 Fizeau wedge
w— ~
FPI 1i FPI 2| FPI 3| FPI 4 Surad

pixel number 1 2 3 4 e

Fig. 3.12 The Fizeau interferometer is simulated by a series of Fabry-Perot interferometers
(FP1) with increasing mirror separation referring to the wedge angle.

The Fizeau is ssimulated by Fabry-Perot interferometers with different physical separations of the
etalon plates as shown in Fig. 3.12. Fig. 3.13 shows the transmission curve for the incoming Mie
spectrum for zero wind speed (left figure) and a Doppler-shifted signal (right figure). The change
in colour (grey and black) of the transmission curve symbolise the cal culated transmission of each
pixel. The Mie spectrum isawaysfully transmitted and broadened by the filter transfer function.
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Fig. 3.13 A schematic view of the Fizeau transmission curves and the Mie spectrum from a
355 nm source depending on the wavelength of the incoming light. Left figure shows a Mie
spectrum equal to the laser wavelength and in the right figure the backscatter light is
Doppler-shifted (~40 m/s LOS wind speed). The change in black and grey of the transmission
curve indicates the transmissions in respect to the pixels.

One pixel represents 4 Fabry-Perot interferometers to increase the resolution and to improve the
accuracy, and results in a mean transmission curve per pixel. A number of performance tests
provided good results and short simulation times for this configuration. The Tg;(A;) of EQ. 3.8 at
awavelength index i for ¢ -2mk=2- Ak and scaled to the peak transmission Ty, ¢ is described

by:

. 2 -1
2 Top Jme 4(4(xi—mj) +1)
=1

TeiZM) = ~ 1572 (3.9)

AL FWHM

where Ak (j = 1...4) are the wavelength steps of each pixel, 4; is the mean wavelength interval of
the corresponding pixel, and 2/w is the pupil truncation ratio. The transmission is scaled to the 16
pixels by taking the factor 1/16 in EQ. 3.9 into account. The transmitted photons per pixel of EQ.
2.13 arise from a multiplication of the incoming spectrum (EQ. 3.7) with the transmission curves
and are derived from:

Neio(F2) = Tei(A) - Nopow gy (- 24) - T7 - TR (3.10)
To obtain the intensities per pixel, the photons are summed up over a wavelength interval

corresponding to pixel i. The transmitted photons Ng;, (r, 1) of the atmospheric range r at the Mie
receiver are written as:

NEi(r, 1) = Z}LNFiZ(r’ 1) (3.11)

To make an estimate for the photons at the Mie receiver and to determine the efficiency of the
interferometers and front optics, the different optical parts of the system are defined by constant
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values as demonstrated in the following figure. The spectral efficiency is defined by 2.04*1/16
and the optical peak transmission is defined by the transmitter and receiver optics, the filter peak
transmission, and the pupil truncation (0.112* 0.449* 2/x).

Optical efficiency

Optical peak transmission 3.2 %: Total number of backscatter photons:

« transmitter and receiver optics 2.7786x10° photons
transmission (11.2 %)

« filter peak transmission (44.9 %) —»(0-41 % optical efficiency)
 pupil truncation 2/nt

\J
Total number of photons at the

Spectral efficiency 12.7 %: detector at the pixel with maximum
« number of pixels (16) intensity:
« geometric efficiency (2.04) 11340 photons

Fig. 3.14 Anoverview of the transmission parameters of the Mie receiver

The geometric efficiency arises from the sum of the transmission values of each pixel. The
resulting optical efficiency of the Mie receiver is nearly half a percent and is the product of the
spectral efficiency and the optical peak transmission. That is enough to image clear signals and
not too much to saturate the ACCD. There are 2.7786x10° backscatter photons in front of the
instrument at 1.5 km altitude for an airborne system (700 shots accumulated, 70 mJ laser energy,
and 15 m range). The optical efficiency of 0.41 % leads to 11340 photons at the pixel with
maximal intensity.

Reflection at the Fizeau inter ferometer

The reflection for a broad-banded signal was calculated for the Rayleigh wavelength range of
+/-4pm. The filter transfer functions are shown in the following figure.

Useful spectral range
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Fig. 3.15 The periodic transmission function of the Fizeau interferometer for the Rayleigh
wavelength interval and the useful spectral range.
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Because the transmission is limited by the USR, the 16 filter transmission curves are only
provided across the USR. Now the transmission may be calculated by a multiplication of the
spectrum with each transmission curve and then integrated with respect to the wavelength range.
On the other hand, the transmission can be integrated first, and then multiplied with the transfer
function of the filter. The latter leads to shorter simulation times and the results of the
transmission curve arising from integration are shown in Fig. 3.16. The transmission varies
between 0 % and 10 %.
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Eeflection, Intenstty {au)

Fig. 3.16 The resulting filter transfer function (black line) and the Rayleigh spectrum (grey
area) from a 355 nm source versus wavel ength.

The reflected photons are calculated by:
Neiz ref (T 2) = (1=TgiZ(3) - Nppw, gy(1 A) - 1+ T (3.12)

which are now directed towards the Fabry-Perot interferometer.

3.2.5 Fabry-Perot interferometer

The instrumental parameters of the Fabry-Perot interferometer, used in AProS, are the filter peak
transmission on channel A (T, »), the filter peak transmission on channel B (T, g), the filter
AhpwHM_a thefilter Ahpywpm g, and the filter spacing Ahgy,c. The filter peak transrnlsson isthe
maximum value T, a g Of the transmission curve of channel A and B (including absorption). The
incoming Rayleigh spectrum (grey) is shown in Fig. 3.17. The intensity is reduced by the Fizeau
filter reflection at the centre and dlightly at the wings. Because the effect is symmetric, the wind
speed determination is not affected.
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Fig. 3.17 The Rayleigh spectrum before (grey) and after reflection (black line) at the Fizeau
interferometer from a 355 nm source versus wavelength.

The filter transmission of the Fabry-Perot interferometer derived from EQ. 3.8 leads to:

A= (iéA}‘spac_A,B) (3 13)
Tyop(M) =T +1 .
AB PAB A7‘FWH|\/|_A,B

where +1/2Ahgp5ca g IS Used for calculation of the filter curve A and -1/2Ahg;q04 g for calculation
of filter transmission curve B. In respect to EQ. 2.13, the number of photons for channel A may be
written as:

NA(r, &) = TA(A) - Ngjz ren(r A) - 11 T (3.14)

The photons Ng;, (¢ reflected at A are reduced by (1-Ta(2)). The photons on channel B are
calculated as follows:
(3.15)
Ng(r, %) = Tg(M) - (1=TA(R) - Neip e (. A) - 1+ T
To make an estimate for the Rayleigh intensities, the different optical parts of the system are
defined by constant values as demonstrated in Fig. 3.18. The spectral efficiency is defined by the
ratio of photons transmitted towards the detector and the photons in front of the interferometer.

The optical efficiency is defined by the filter peak transmissions and the transmitter and receiver
optics.
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Optical efficiency

Optical peak transmission 3.6 %: Total number of backscatter photons:

« transmitter and receiver optics 13x10° photons
transmission (11.2 %)

o filter peak transmission A, B
(36.8 %, 27.2 %) —><1.0 % mean optical efficiency >

y
ol effici 280 Total number of photons at the Rayleigh
Spectr iciency 28 % detector:

130000 photons on channel A and B

Fig. 3.18 An overview of the transmission parameters of the Rayleigh receiver

There are 13x10° backscatter photons in front of the instrument at 6 km altitude for an airborne
system (700 shots accumulated, 70 mJ laser energy and 15 m range) and 130000 photons are on
the ACCD due to the optical efficiency of 1 %.

3.2.6 Detection unit

The simulation results are affected by the standard deviation of the readout noise Nyige (Section
2.6.7) and the detector quantum efficiency pgs. The readout noise was measured in laboratory
conditions for 50 accumulated laser pulses for each measurement and is considered in AProS with
Poisson distributed numbers of electrons per pixel. Each photon detected by the ACCD generates
an electron at the respective pixel with respect to the quantum efficiency.

TheMiereceiver:
At the Mie detector the number of signal electrons per pixel i are calculated by:

‘ ' (3.16)
NEi(r 1) = N'gio(F 1) - Hegr
The Rayleigh receiver:
The number of electrons at the Rayleigh receiver channel A, per laser pulse, iswritten as:
Nep aCAL 1) = NAGAL T) - gy (3.17)

respectively at channel B:

Nep g(A, 1) = N(AL, 1) - e (3.18)
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The simulation process generates the signals imaged at the detector of the receiving unit. The
signal processing algorithms to calculate the LOS wind speed are described in the following
chapter. An overview of the instrumental parameters (used during simulation) is shown in Table
3.3 (EADS-Astrium 2004, 2005b).

Table 3.3 Instrument parameters

Module Parameter Notation Value
Laser Pulse energy E_ 70mJ
Pulse repetition frequency 50 Hz
Wavelength A 355 nm
Linewidth AM. PWHM 0.021 pm (50
- MH2)
Beam divergence 70 prad
Pulse length 20ns
Beam diameter 20 mm
Receiver optics Transmit optics transmission T 04
Receive optics transmission R 0.28
~ Fizeau Filter peak transmission ToF 0.449
interferometer
Pupil truncation ratio 2n
Filter FWHM AMEWHM 0.059 pm
Filter USR AMysR 0.67 pm
Filter FSR AMER 0.919 pm
_Fabry-Perot Filter peak transmission T, A To A 0.368
interferometer
Filter peak transmission T, g To B 0.272
Filter AL pwhm A AAMEWHM_A 0.74 pm
Filter AL pwhm B AMEWHM_ B 0.70 pm
Filter spacing:  Algpac Ahgpac 2.65 pm
ACCD Noise on Mie Nnoise 6e-/pix/50p
Noise on Rayleigh Nnoise 6 e-/pix/50p
Quantum efficiency Meff 0.8
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4 Signal processing and wind retrieval algorithms

This chapter introduces the signal processing a gorithms which were devel oped and analysed, and
which have been applied to determine the LOS wind speed from the Mie and Rayleigh signals.
Various agorithms in respect to the Mie receiver signals are analysed and evaluated particularly
concerning the resolution of the Mie ACCD. It is demonstrated that appropriate algorithms reduce
the systematic LOS wind speed error of the Mie receiver to 0.05 m/s, using signals without any
noise. The random error for a simulated airborne system due to photon noise and electronic noise
of the ACCD is demonstrated to be larger than the systematic error.

An overview of the data processing structure is shown in Fig. 4.1. The signals provided by
measurements are processed with the support of calibration data to obtain the LOS wind speed
estimate. Signals also obtained from the simulator are used to validate the processing algorithms
and to analyse and validate the signals of the measurements.

M easur ement: ; Simulation:
| Atmospheric parameters:
| backscatter, wind, temperature
1) Calibration mode: 2) Measurement mode: : Smulaor:
internal and atmospheric | | internal and atmospheric idati i ot
signals at different laser signal at 355 nm laser M} Sarr%uﬁtn?ggﬁg?gl
wavelengths wavelength | signals
l | ! v
Data processing | Data processing
algorithms | algorithms
I : !
M easurement: ol Simulation:
LOS wind speed M} LOS wind speed

Fig. 4.1 The structure of the signal processing and the input parameters to retrieve the LOS
wind speed from measurements and simulations.

The data processing to provide wind speed from measurements is divided into two parts (Fig. 4.1,

left):

« The calibration mode is used to determine the receiver filter transmission curve (transfer
function) and the instrument response functions (calibration curve) by measuring the internal
reference signal® and the atmospheric signal for different frequencies. The atmospheric
measurements are provided at zenith to minimize a potential Doppler shift component.

« The measurement mode provides data of an atmospheric measurement to determine the LOS
wind speed and additionally the corresponding internal signal as a reference.

1. Theinternal referenceis determined from a measurement, where the laser signal is directly sent towards both the receivers
through afibre (Fig. 2.13).
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Each atmospheric measurement consists of a number of accumulated laser pulses P at the ACCD.
The number of accumulated pulses is chosen to avoid saturation of the ACCD and to achieve the
maximum possible intensity that will enable optimum signal-to-noise ratio. For wind speed
calculations the number of M measurements are summed up to obtain one observation (M+P),
including 700 laser pulses. Each measurement provides 25 range bins. The first atmospheric
layers close to the instrument are affected by obscuration of the telescope, consequently one of
these range bins is used to detect the internal laser reference signal, whilst the remaining range
bins are used for atmospheric measurements. The width of the atmospheric range is defined by the
integration time (exposure time) of the ACCD. The atmospheric background is determined before
the transmission of the next laser pulse.

4.1 Miereceiver processing

4.1.1 Miereceiver response function

The line shape of the Fizeau interferometer is analysed and (if a useful signal maximum is
detected) the energetic centroid of the signal (mean wavelength) is a measure of the wind velocity.
Mean wavelength estimators were examined in detail for Doppler Radar® (Frehlich and
Yadlowsky 1994), Doppler Sodar? (Reitebuch 1999 p. 50), and heterodyne Doppler lidar systems
(Frehlich and Yadlowsky 1994). The receiver response function describes the correlation of the
location of the energetic centroid of the signal line shape and the wavel ength. Because the Fizeau
interferometer has never been implemented for wind speed measurements prior to ALADIN,
extensive investigations are necessary. Fig. 4.2 illustrates the modelled backscatter Mie signal,
which is broadened by the filter transmission function. The filter transmission function
corresponds to the shape of the signal imaged at the detector. The constant value of 10° electrons
(at the edge of the spectrum, pixel number O and 15) arises from the photons of the Rayleigh
backscatter spectrum.
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Fig. 42 Number of electrons detected by the ACCD (grey bars), the filter transmission (black
dotted line), and the Mie signal intensity (black) versus pixel index.

1. Radar isan acronym for Radio Detection and Ranging.
2. Sodar is an acronym for Sound Detection and Ranging.
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The measurement accuracy is expected to be better than 1 m/s corresponding to a Doppler shift of
0.0024 pm (ESA 1999 p. 93). To meet this, the incoming Mie spectrum (FWHM = 0.002 pm,
corresponding to the laser FWHM) is broadened by the Fizeau interferometer to 0.06 pm (30 m/s).
One pixel of the ACCD integrates the signal from a wavelength interval of 0.04 pm,
corresponding to a LOS wind speed of 18.35 m/s. Various algorithms are examined to investigate
the effect of the resolution of the ACCD on the systematic and random error.

4.1.2 Calibration mode

During calibration, the laser frequency changesin steps (31 MHz) over the wavelength interval of
the wind speed measurement range (USR = 0.695 pm or 1.64 GHz) and results in the receiver
response function which is essential for the LOS wind speed estimation from atmospheric
measurements. At each wavelength step the ACCD accumulates 700 laser pul ses.

The receiver response function Ry, ¢ (1) for the internal laser signal is shown in Fig. 4.3. The
mean sensitivity of the Mie receiver oy ¢, from calibration, isthe slope of the best straight line fit
to the Mie response function. The generation of the Mie response function requires a mean
wavelength estimator to be applied (Section 4.1.4). Accordingly the same algorithm has to be
used during the atmospheric measurements to be consistent with the calibration data. The offset
A tO the zero wavelength is determined, and represents the intercept of the curve (see Fig. 4.3).
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Fig. 4.3 The wavelength difference to a 355 nm source versus pixel index. The Mie response
function (black line), the slope of the linear fit (grey), and the intercept are labelled, determining
the sensitivity of the system in respect to the range of the USR.

The Mie receiver response function can be derived from:

RM,C )= om.c* A+ Adofe + A}‘err_M (4.1)

The linearity error Alg, i is the difference between the measured response curve and the best
straight line fit and depends on the type of mean wavelength estimator algorithm (Section 4.1.4).
An example of the linearity error isillustrated in Fig. 4.4.
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Fig. 4.4 Anexample of the wind speed linearity error versus pixel index.

4.1.3 Measurement mode

The intensities of the internal laser signal of the Mie receiver |y, | are detected within one range
bin per measurement, are reduced by the detection chain offset dco described earlier. The
atmospheric measurements I, A are reduced by the dco and the background light. The background
light I is scaled to the exposure time t' of the background range bin and the integration time t
of the atmospheric range bin after subtraction of the dco:

() = ti (1) —dco) 4.2)

The measurements are summed up for one observation (700 laser pulses). A mean wavelength
estimator (Section 4.1.4) is applied and resultsin one response value of the internal referencer’y |
(zero wind speed) and one response value of the measurement r’y; o per atmospheric layer. An
overview of the processing procedure is shown in Fig. 4.5.

mceglgj:gtrhoe?wt | o ]| wavelength ’RM,C(K)—M’C»—> Wind <oeed et
estimator Aherr M Ind speed estimate
Atmospheric | *4¢0-lbig | [Mean o % EQ. 4.6
measurementT— ® | wavelength ; > >
estimator 'mA

Fig. 4.5 Anoverview of the Mie signal processing procedure and the acronyms.

From EQ. 4.1, the internal wavelength value A, depending on the corresponding response value
'y, can be determined by:

- I’IM, I_Akerr_M B A}“off

l a a’M,C (4'3)
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The atmospheric wavelength value A, depending on the corresponding response vaue r’y; a can
be derived from:

. = rlM,A_A7\'err_M_A7\'off
A=

Om, A (4.4)

where oy A isthe slope of the atmospheric calibration. The Doppler shift is determined from the
difference between the internal and the atmospheric wavelength value. The corresponding
wavelength shift AL is derived from:

Ahe = rIM,A_A}‘err_M_A}‘off_rlM,l_A}‘err_M_A}‘off
P Um, A Uv, c

(4.5)

The dlope of the atmospheric signal corresponds to the slope of the internal reference
(am A= o, c) because the line shape of the internal signal is comparable to the atmospheric Mie
signal. Considering the factor c/21 , the wind speed is estimated by:

¢ ma—Twmi 4.6
Vios = 2, ) (46)

Um, c

Various mean wavelength estimators were analysed and evaluated for the modelled signals of
AProS with the advantage, the true wind speed is known and the signals can be analysed with and
without noise.

Most algorithms require the reduction of photons which do not arise from the Mie backscatter
(Rayleigh backscatter, background light, dco). The previous processing step eliminates the
background and dco, but not the Rayleigh backscatter at the Mie receiver. The pure Mie signal
intensities from measurements are obtained by subtracting the minimum intensity value of al 16
pixels.

The algorithms of Section 4.1.4 are analysed with signals generated by AProS without any noise.

4.1.4 Mean wavelengths estimators

Centroid method:

The centroid method is a common algorithm, used to determine the centre of gravity (Bronstein
and Semendjagjew 1987 p. 218). The equation was proposed by Gagné et al. (1974) for spectral
lines:

Zi =k+m

ik
A= i—k+m (4.7)

A -
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where A is the resulting wavelength of the centre of the centroid, m are the number of pixels
around maximum intensity (typically 5 or 7), kisfirst pixel number to start centroid calculation, I;
istheintensity, and 2, isthe wavelength at the centre of pixel number i.
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Fig. 4.6 The wind speed values versus pixel index: the response function (black line) compared
to the true response function (grey), demonstrating the steps of the curve (an enlargement of Fig.
4.3, but indicated with wind speed values).

The resulting response function (Fig. 4.6) shows steps, which are caused by discretisation due to
the 16 pixels of the ACCD (steplike signal shape). For the following, the wind speed is indicated
instead of wavelength values, to point out the effect on the wind speed estimate. The true wind
speed is the value expected from simulations. The wind speed systematic error (bias) between the
response function of the true wind speed and the response function received from simulated
signalsareillustrated in Fig. 4.7.
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Fig. 4.7 The wind speed error versus the LOS wind speed. The algorithm implicates an error
which is characterized by an edge bias and by oscillations.

For the estimation of higher wind speed values larger than 100 m/s, the systematic error increases
rapidly caused by the limited range of the USR where the line shape of the signal isno longer fully
imaged. This discrepancy depends on the wind speed and is called the edge bias. The other errors
which are caused by discretisation are called oscillations. To illustrate the cause of the
oscillations, three different signals are shown in Fig. 4.8. The symmetric signals, where the
maximum is on both pixels (Fig. 4.8(a)) or only on one pixel (Fig. 4.8(c)), provides LOS wind
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speed estimates with nearly no error. For asymmetric signals (Fig. 4.8(b)) however, the error is
largest.

(3 (b) (©)
0 m/s, symmetric signal 5m/s, asymmetricsignal 9.3 m/s, symmetric signal
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Fig. 4.8 Electrons on Mie receiver ACCD for wind speed values 0 m/s (a), 5 m/s (b), and
9.3 m/s(c) versus the pixel index.

The centroid method was analysed by using m=5 and m=7 pixels, and the results are shown in
Fig. 4.9. The error resulting by the use of 7 pixelsis dightly smaller than the error by the use of 5

pixels.
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Fig. 49 The wind speed error versus the LOS wind speed of the measurement range of the
centroid method in respect to 5 and 7 pixels.

The algorithm results in correct wind speed outputs where the signal at the detector is symmetric.
The error of the oscillations is quite large (< 2 m/s). Both the errors are systematic errors and

depend on the wind speed value.

Gaussian correlation algorithm

A correlation algorithm as proposed by EADS-Astrium (2005a p. 53), was applied to determine
the location of the centroid. The signal at the detector is assumed to have a Gaussian line shape.
The cross correlation algorithm determines the pixel index, where the correlation function hasits
maximum by setting the first derivative of the correlation algorithm to zero.
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Fig. 4.10 Theintensities of the signal at the ACCD (grey bars) versus pixel index compared to
amodelled Gaussian line shape (black line).

The Gaussian function (EQ. 2.4) depends on the wavelength (1) and the FWHM (Ahpywhm, EQ-
2.8) may be written as:

_4In2.- 37
J8In2 e AN Fwhm
21 - Ahpwim

The correlation function of the signals with intensity |; and the Gaussian function W(3,;) at
wavelength A; and index i, is given by:

W(R) =

(4.8)

imax
C(hg) = Z 1Ii -W(A; —Lp) (4.9)
| =
where iy IS the maximum index used for calculation and i is the centre wavelength. To
determine the maximum, the first derivative of the correlation function is assumed to be zero:

C (k) = z - W' (% =2g) = O (4.10)

| =
An equation depending on the parameter A is obtained by cal culating the derivative and resolving
the eguation to Ay. This leads to an iterative algorithm to determine the centre wavelength by
setting the value of A in the egquation to A, and an increase for each iteration step leads to the

wavelength value A, 1. The iterative algorithm is written as:
Imax
> iAW =Ay)
AL, = =1 (4.12)

n+1 i

"L WL =2
> W)

An assumption is needed for the unknown parameter Ay Of the Gaussian function, which is
approximately determined by FWHM of the Mie signal at the detector. The width of the signal
depends on the Fizeau interferometer filter width. The results of two different FWHM input
parameters lead to different systematic errors asillustrated in Fig. 4.11. The error due to a FWHM
input value of 0.059 pm (which isthe actual width of the Fizeau filter) is characterized by relevant
oscillations. The edge biasincreases for higher values of the FWHM but |eads to a decreased error
in respect to the oscillations.
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Fig. 411 The wind speed error depending on the LOS wind speed. The difference of the true
and estimated wind speed for a FWHM input value of 0.059 pm (grey line) and 0.2 pm (black
line).

The error of the amplitude of the oscillations depends on the choice of the FWHM input value and
isshown in Fig. 4.12 (left) in respect to a wind speed of 4 m/s. The error shows a minimum for a
FWHM of 0.3 pm. The figure on the right illustrates a decrease in oscillations for larger values of
the FWHM input value, but an increase of the edge bias.
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Fig. 4.12 The error of the maximum oscillation depends on a change in the FWHM input value
at aLOS wind speed of 4 m/s (left). The error of the LOS wind speed depends on the value of the

FWHM (right).

A modelled signal of Lorentzian lineshape discretised to 160 pixelsisillustrated in Fig. 4.13, to
demonstrate the discretisation error. Using afilter FWHM input value of 0.059 pm to calculate the
Gaussian curve (black line), signal information islost at the wings of the L orentzian shaped signal
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and the discretisation error increase. By spreading the Gaussian curves across the USR (black and
grey dotted line), only less or no signal information is lost because the Gaussian curve covers the
signal shape.
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Fig. 4.13 The intensities of signals versus pixel index. Three Gaussian line shapes are
illustrated, depending on different FWHM input values to be compared to the signal electrons at
the ACCD.

Further investigations were done to reduce the oscillations by increasing the number of points of
the Gaussian curve. The Gaussian curve may be calculated for 16 points (16 pixel) of for alarger
number of points (e.g. 160). Taking an increased number of points into account, the intensity
value per pixel can be calculated by: i) the mean intensity value of the Gaussian curve and ii) the
integration of the Gaussian curve over one pixel, which results in another output as the calculation
of the mean value. For the following, each pixel is supposed to have 10 data points and the results
areillustrated in Fig. 4.14. It is shown that the error of the oscillations is reduced in respect to a
FWHM input value of 0.059 pm, but for increased FWHM input values (0.1, 0.2 pm), the
differences are negligible (not shown).

10 points per pizel | A

1 point per pel |5
|h A A& A B |

30-
2.0-
1.0

0.0 WIRAARNRANRI

1“' 1‘Ht ' RIR18Y.
10 ' IR RIR

v i LI ‘1'| v i rl

Error  {mfs)

-3'I:I_I""'""I""""'I""" L L B L |
-150 -100 -50 0 50 1ao 150
LOS wind speed (mfs)

Fig. 414  The systematic error depending on the LOS wind speed for a Gaussian curve
referring to 1 or 10 points per pixel and an algorithm FWHM input value of 0.059 pm.
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Concluding, the type of the oscillations is comparable to the centroid method but smaller in
amplitude (Table 4.1). For alarger FWHM input value the oscillations decrease, but the edge bias
and a slope error increase and the sensitivity decreases. The oscillations are smaller than 0.1 m/s
for a careful selection of the FWHM input value. The edge bias increases (FWHM 0.2 pm) for
wind speed values which are larger than +/-50 m/s.

Maximum likelihood function

If NgiAi) are the detected electrons at the receiver at pixel index i and N;(A) isasupposed intensity
distribution for wavelengths in respect to the pixel index, a probability density function for N;(1)
gives the likelihood A of detecting NgjAi). The method of maximum likelihood finds the
maximum of A as a function of N;(1). The agorithm was described by Helstrom (1968 p. 262)
and Van Trees (1968 p. 65). Applications for heterodyne lidar systems were implemented by
Frehlich and Yadlowsky (1994 and 1999), and Smalikho (2003).

The intensity distribution is supposed to be Lorentzian. The density distribution is supposed to be
Lorentzian and is described by a probability density function (likelihood function). The
Lorentzian function is described by (adapted from Measures 1992 p. 96):

2 -1
L(ALy) = £ —2 P (4.12)

ALpwHm 1S the scale parameter specifying the FWHM of the signal. The number of electrons at
the detector arises from Ng (1) = ng* L (ALp), where ng is the number of al electrons at the ACCD
for a Lorentzian function. Taking the total number of electrons of the background Nyyg into
account, the distribution of the electrons may be expressed as:

2 1
Ne(ALp) = n 2_1 |4 Atp +1 4 Nokg. (4.13)
=P ° 1 Akpwnm AKZF\NHM AMysr

where ALp isthe Doppler shift.

=i} —-

- Adusr
GE+6- Ado l T

S5E+6-
4E+fi -
JE+HG- - -t ﬁ?bpz’x
2E+f -
]'E+ﬁ_l ] ] 1 I ] ] I
-0.3 -02 013, 0.0 0.1 0.2 0.3
Wawelength with respect to 355 nm line-centre (prm)

Mutnber of electrons

Fig. 415 A figure with the notations used during the calculations. The number of electrons
versus pixel index AL, the centre of the wavelength range Aq, the Doppler shift ALp, and the

width of one pixel Ak, areillustrated.
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The mean number of electronsof pixel i (i1=0,1,2,...,15) iscaculated by:
b
N; = [ Ne(Ap)dAR,, (4.14)
a

where Ak, is the width of one pixel calculated by Ahygr/ 16.

Thelower limitisdefined by a = i - AL,
as b= (i+1) Akyix—Ahp —Akygr/2-

—Ahp —AMygr/ 2 and the upper limit may be written

Solving the integral analytically one obtains the number of photons per pixel index i (to keep the
equations more compact, N;(1) isindicated as N; and Ng; (i) isindicated as N;,):

b)— ar ctan(

n 2 Nk
N, = = [arctan( aﬂ + =9
oo AhpwHM AMEvm 16 (4.15)

Rearranging the term, the equation resultsin:

n 2AN )/ AN N
N, = S arctan ( pix) FWHM | ., Mbkg (4.16)
: T T
ALZFWHM

ng and ALp are the unknown parameters in this equation. This intensity distribution will be used
for the maximum likelihood function.

The maximum likelihood function A is described by the probability density function p (Bronstein
and Semendjajew 1987 p. 663) for the intensity distribution N; from EQ. 4.16:

A(Ahp, Ny = N (4.17)
( D s) Hi p( |)
The probability p to measure Ng;, electrons in pixel number i is Poisson distributed and depends

on the theoretically mean number of signal electrons N; and number of measured signal electrons
at the Mie ACCD N

p(N) = ™ (418)

To simplify the following calculations, alogarithmic calculusis applied:
15

A (Ahp, ng) = In(l‘[i p(Ni)) = zizoln(p(Ni)) (4.19)

The value of AAp may be determined where the function takes its maximum. Using EQ. 4.18, one
obtains;
NFiz

15 [ -N;
Ajp (Adp, ng) = Zi:0|n|:NFiz! e } (4.20)

and:
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15 1
Ajp (Adp, ng = Z ONFiz' InNi _Zi

5 (4.21)

15
In(Ng; 1) — (N)
—o Fiz zi —o i
The second term includes the measured intensities at the detector and is a constant value
represented by C. The third term isthe signal intensity ng.

15

Ajp (Adp, Ng) = 3" ONFiz' InN; —C—ng

= (4.22)
Combined with EQ. 4.16, the function is written as:
15 n 2AN )/ AN N 4.2
A (Adp,ng =3 Ngip-In 1S arctan| 220007 Mrevnm | | Noig ~C-ng (4.23)
i=0 T _4— . . 16
1+ b-a
AL"FWHM

No analytical solution exists for this equation and an iterative approximate maximisation process
isrequired. The unknown parameter Aip isreplaced by Ak, (€ — 0.5 Ahygr), where§ isthe step
width of the algorithm (typically 0.0024 pm, respectively 1 m/s). Now the maximum likelihood
function is calculated for each point of the USR and the maximum of the function gives the
resulting wind speed estimate (Fig. 4.16).
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Fig. 416 The maximum likelihood (black dotted line) and the intensities at the pixels of the
ACCD (grey bars) depending on the LOS wind speed and the pixel index.

The results of the algorithm (Fig. 4.17) show an edge bias increasing for wind speed values larger
than 50 m/s. The oscillations are smaller than 0.15 m/s and in comparison to the Gauss correlation
algorithm, the slope error is slightly increased (right plot in Fig. 4.17).
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Fig. 417 TheLOS wind speed error in respect to the LOS wind speed. The difference between
the true and the estimated wind speed (left) and an enlargement of the left figure demonstrates a
dlight slope (right).

Downhill smplex method

The downhill smplex method was presented by Nelder and Mead (1965). The algorithm consists
of determining the minimum (respectively maximum) of afunction of more than one independent
variable with the help of simple geometrica bodies (smplex). The simplex size is
multidimensional and the method attempts to enclose the minimum inside the simplex. The
simplest body with n+ 1 corners within an n-dimensional geometry isatriangle (n=2). For each
calculation step, the corners are analysed and the worst one is replaced by another. The difference
to other algorithmsiis, that it does not use derivatives, asserting safer convergence. The downhill
simplex method was implemented as described in detail in Press et al. (1988 p. 304).

For the signals at the Mie receiver, the lineshape function is assumed to be Lorentzian (EQ. 4.12).
The parameters which vary during the calculation are the FWHM (a;) and the position of the
maximum (ay), which indicates the Doppler shift. The algorithm starts with user defined values
for a; and a,, and after each iteration step of the algorithm, the previous start parameters are
varied (Aa) and combined with the others. There are three combination possibilities (a;, ay;
a; + A, ay; a4, a,+ Aa). The three Lorentzian functions are generated for each set of values. An
iteration algorithm was developed and the Lorentzian curve is determined by (EQ. 4.12):

2 -1
L(AL) = A(4 (Ah-2) Zaz) + 1} (.29
2
where A is the amplitude determined by the maximal intensity at the Mie ACCD. Each pixel is
represented by ten points and the Lorentzian function is generated for 160 wavelength steps (AL).
A number of performance tests demonstrated this step width to be the optimum. The squares of
the differences between the generated Lorentzian curve and the signal at the ACCD are
determined and summed up. The three resulting values represent the corners of the smplex

(n=2). The corners of the algorithm are compared for different values of Aa and the worst ones
are replaced. If a threshold for the difference is reached, the best parameter for the Lorentzian
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curve is reached. This algorithm is used to determine the position of the signal maximum at the
Mie receiver and the FWHM of the signal. The error between the true and the estimated wind

speed isshown in Fig. 4.18 referring to a start value of the FWHM of 0.1 pm.
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Fig. 418 The error between the true and the estimated LOS wind speed for a FWHM start
value of 0.1 pm.

The downhill simplex algorithm seems to be sensitive to the FWHM start parameters. The
different wind speed errors for the FWHM of 0.059 pm and 0.1 pm are shown in the following

figure.
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Fig. 419 The error between the true and the estimated wind speed for the measurement LOS
wind speed range due to different FWHM start parameters (0.059 pm and 0.1 pm).

The oscillations (Fig. 4.18) are smaller than 0.1 m/s for a regardful selection of the FWHM.
Compared to the other algorithms, the downhill smplex method induces no edge bias and no

slope error.
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Comparison of Miereceiver algorithms

Four algorithms were analysed and a comparison of the difference between the true and the
estimated wind speed in respect to the different algorithmsisillustrated in Fig. 4.20.
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Fig. 420 The difference between the true wind speed and the wind speed estimate versus the
LOS wind speed, received from the Gauss correlation (FWHM input value 0.2 pm), the
maximum likelihood (FWHM start value 0.1 pm), the downhill simplex (FWHM start value 0.1
pm), and the centroid algorithm.

The slope error decreases the sensitivity of the system. The oscillations point out a decreased and
increased sengitivity depending on the slope of the steps of the response function. The errors of
the oscillations are shown in Table 4.1. The smallest error of the oscillations is provided by the
downhill simplex algorithm (start FWHM 0.1 pm) and the Gauss correlation method (FWHM
input value 0.2 pm) where the error is smaller than 0.1 m/s. The smallest the edge biasis provided
by the downhill simplex algorithm. The systematic error of the centroid method is larger by a
factor of 5 in respect to the other algorithms and is not be taken into account for further
investigations.

4.1.5 Miereceiver performanceresults

During calibration measurements, the slope oy ¢, the intercept ALy, and the linearity error
Ahgr M (EQ. 4.1) are obtained. The measurements are corrected by the linearity error (EQ. 4.1)
and the systematic error (oscillations, slope, and edge bias) should be eliminated. Investigations
are performed to analyse the linearity error and the residual error, which is the error remaining
after correction of the measurements by the linearity error. Both are demonstrated in Fig. 4.21.
The calculation was performed for a wind speed range of +/-130 m/s and the Gauss correlation
algorithm in respect to different FWHM input values.

For a FWHM input value of 0.059 pm the linearity error is 2.5 m/s and the residual error is
reduced after calibration to 0.4 m/s. For FWHM input values of 0.1 pm and 0.2 pm, the residual
error is below 0.05 pm. For the larger FWHM input values another effect arises. There is a weak
modulation of the linearity error curve (a shape like a sinus across the complete range). This
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results from an effect of the response function having a steeper slope in the centre, then the slope
decrease and nearly become zero to the border of the USR. For alarger FWHM, the modulation
increase, because the Gaussian modelled shape loose information due to the fact, the wings of the
modelled curve are out of the USR.
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Fig. 421  The output of the calibration is the linearity error (left) and the residual error after
correction by the linearity error (right) in respect to the LOS wind speed. The differences of the
curves arise from the different FWHM input values of the Gauss correlation algorithm (0.2 pm,
0.1 pm, and 0.059 pm)

The right illustration in Fig. 4.21 shows small fluctuations in the curves (smaller than the
oscillations). This effect arises after correction by the linearity error and is reproducible (a
systematic error). The linearity and residual error of the Gaussian algorithm are demonstrated in
the following figure Fig. 4.22.
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Fig. 422 The linearity and residua error depending on the LOS wind speed for the Gauss
correlation algorithm (FWHM input value 0.2 pm).
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The results of the linearity and residua error of the maximum likelihood and the downhill simplex
algorithm are shown in Fig. 4.23.
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Fig. 423 The errors of the maximum likelihood agorithm (left) and the downhill ssimplex
systematic errors (right) in respect to the LOS wind speed (FWHM input parameter 0.1 pm). The
thin curve shows the linearity error and the fat curve represents the residual error.

The oscillations, the edge bias, and the slope error after corrections by the linearity error are
reduced after applying the maximum likelihood method, but a modulation smaller than 0.1 m/sis
induced. The oscillations of the downhill ssmplex are also reduced and only a very weak
modulation isinduced (<0.05 m/s).

The residual errors are illustrated in Fig. 4.24 for the Gauss correlation algorithm, the maximum
likelihood, and the downhill ssmplex method. The residual oscillations and modulations are
comparable in magnitude and shape of all algorithms. The fluctuations within the oscillations are
systematic and they are reproducible.
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Fig. 424 The residual error depending on the LOS wind speed of different algorithms. The
Gauss correlation algorithm, the maximum likelihood, and the downhill smplex are applied for a
FWHM of 0.1 pm.




4. Signal processing and wind retrieval algorithms 71

Random error:

The investigations to the systematic error were performed without photon and el ectronic noise of
the ACCD. To study the random error of the algorithms, noise is included. Fig. 4.25 shows the
results for the Gauss correlation algorithm with a FWHM input value of 0.2 pm. The modelled
signals during this analysis are comparable to signals of the boundary layer in respect to 70 mJ
laser energy for a ground system where 700 pulses are accumulated. Compared to Fig. 4.21, the
error shows random fluctuations, but the systematic oscillations are still visible.
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Fig. 425 The error between the true and the estimated wind speed including noise for the
Gauss correlation algorithm (0.2 pm FWHM input value) versus the LOS wind speed.

To demonstrate how much the results are affected by the noise, a ssimulation was provided for an
airborne system at 12 km flight altitude, the signal was taken from a range at 0.5 altitude, and
70 mJ laser energy and instrument parameters in Table 3.3. The results of the residual error are
demonstrated in Fig. 4.26 for the three different algorithms.
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Fig. 426 Theresidual error with noise effects depending on the LOS wind speed for the Gauss
correlation algorithm (FWHM input value 0.2 pm), the maximum likelihood (FWHM input value
0.1 pm) and the downhill simplex method (FWHM input value 0.1 pm).

Because of the small residual error, the effects of noise cover the remaining oscillations. However,
the random error (> 0.1 m/s) overlaps the systematic error (< 0.1 m/s).
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In the following, the random error of the wind speed estimate depending on altitude (affecting the
signal-to-noise ratio) was analysed. The result is demonstrated in Fig. 4.27 (left) in respect to the
corresponding backscatter ratio (right, Section 2.1.5) of the median aerosol model. A good
signal-to-noise ratio is obtained in the boundary layer up to 2 km where the signal intensity is
about 2 times stronger than the noise. The standard deviation of the centroid method is larger than
1 m/sand not illustrated in Fig. 4.27.

The Gauss correlation agorithm for a FWHM input value of 0.059 provides the largest random
error, which is definitely reduced by a calculation with 10 points per pixel. The Gauss correlation
algorithm due to a FWHM input value of 0.2 pm is as good as the maximum likelihood (FWHM
start value 0.1 pm). For the case, the signa quality decrease (with altitude), the maximum
likelihood is alittle bit better. The downhill simplex method results in the smallest random error
values and the error increases more slowly with decreased signal-to-noise ratio. An overview of
the results of the algorithmsis shown in Table 4.1.
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Fig. 427  The different LOS wind speed random errors (standard deviation) depending on
altitude (left) in respect to the Gauss correlation algorithm with 0.059 pm and 0.2 pm FWHM
input values (due to 1 point and 10 points per pixel calculation), the maximum likelihood
algorithm with 0.1 pm FWHM input value, and the downhill simplex method with 0.1 pm
FWHM input value (the last two ones calculated with 1 point per pixel). The corresponding
backscatter ratio depending on altitude is illustrated in respect to the median aerosol model

(right).
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Table 4.1 Systematic and random errorsof the Mie algorithms

Systematic error Random error at
of oscillations | Residual error 1km altitude

Algorithm (m/s) (m/s) (m/s)

Centroid method (7 pixels) <+10 not calculated >1.0

Gauss correlation (FWHM 0.059 pm) <+ 25 <04 0.34

Gauss correlation (FWHM 0.059 pm, 10 <+15 <0.3 0.20
points per pixel)

Gauss correlation (FWHM 0.2 pm) <+01 <01 0.14

Maximum likelihood <+ 015 <0.1 0.15

Downhill simplex <+ 0.1 <0.05 011

Number of pixels

The dependency of the oscillations with respect to the number of pixels was studied. For an
increased number of pixelsthe error is significantly reduced asillustrated in Fig. 4.28.
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Fig. 428 The systematic error of the Gauss correlation algorithm for a FWHM input value of
0.059 pm for 16 and 20 pixels in respect to the LOS wind speed (left) and the maximum error of
the oscillation depending on the number of pixels a the ACCD (right) due to the Gauss
correlation algorithm and a FWHM input value of 0.059 pm.

The results of Fig. 4.28 arise from the Gauss correlation algorithm and 0.059 pm FWHM input
value at 4 m/swind speed. This wind speed value was chosen because it shows a maximum in the
oscillations. An increased number of pixels at the ACCD will reduce the error between the true
wind speed and the wind speed estimate significantly. Taking 20 pixels into account, the
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systematic error of the Gauss correlation agorithm is reduced from 2.5 m/s to 0.5 m/s and the
algorithm applied for an ACCD with 24 pixels results in a systematic error smaller than 0.1 m/s.
Besidesit should not be ignored that an increased number of pixels leads to lower signal per pixel
and an increased noise effect. This may only dightly affect the signals of the measurements on
ground but the satellite measurements with alow number of backscatter photons.

Summary

It was shown that the systematic error of the oscillations can be reduced to values smaller than
0.1 m/s and that the residual error after calibration is smaller than 0.05 m/s. All values of Table
4.1 are only achieved from signals without any noise. The differences of the Gauss correlation
algorithm in respect to the different FWHM values arise from the filter Lorentzian function which
does not exactly correspond to the modelled Gaussian function. Additionally it was demonstrated
that an increase of pixel numbers at the ACCD to 20 pixels reduces the error of the oscillations by
a factor of 5. The random error from the Gauss correlation (FWHM 0.2 pm), the downhill
simplex, and the likelihood algorithm is smaller than 0.15 m/s, which arises from intensities at the
detector, where the signal is at least 2 times stronger than the noise or background. However, the
random error overlaps the systematic error.
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4.2 Rayleigh processing

It was shown in Section 2.6.7 that the transmitted signal through filter A is detected by the first 8
pixels by the CCD, whilst the remaining 8 pixels detect the transmitted signal through filter B. The
background intensity I’ is determined for each measurement and is scaled to the exposure time
t' of the background range bin and integration timet of the atmospheric range bin, and reduced by
the detection chain offset dco':

lg() = Et' (1 ') —dco) (4.25)

4.2.1 Rayleigh receiver response function

The intensities of both the channels A and B at the Rayleigh receiver yield the Rayleigh response
value R. The Doppler shift can be measured from either a differential measurement of the
intensities (A - B) or from arelative measurement:

R = A=B (4.26)
A+B

Chanin et al. (1989) demonstrates the advantages of relative calculations, as less sensitivity to
background light and noise effects. This function is commonly used for the double edge method
(Gentry et al. 2000, Souprayen et a. 1999a). The use of a differential technique to measure the
Doppler shift renders the measurement insensitive to laser frequency jitter and drift. Korb et al.
(1992) demonstrated that the edge technique is nearly insensitive to the spectral width and shape
of the laser.

4.2.2 Calibration mode

During calibration, the laser frequency changes in steps over a defined wavelength interval? and
results in the receiver response function (calibration curve). At each wavelength step the ACCD
accumulates 700 laser pulses. The wavelength intervals and the results of the Rayleigh calibration
mode are shown in Fig. 4.29. To obtain the transmission curves of the Rayleigh filters A and B, a
calibration measurement across a wavelength range of 3.8 pm (9 GHz) is performed with
frequency steps of 0.1 pm (250 MHZz). Within the wind speed measurement range (limited by the
USR of the Mie receiver) of 0.695 pm (1.64 GHz) around the crosspoint of the filter curves, the
frequency step resolution isincreased to 0.01 pm (25 MHz).

1. The constant value of the detection chain offset differs to the dco of the Mie ACCD and depends on electronic setting.
2. The maximal wavelength range in respect to the settings of the laser is 3.78 pm (9 GHz).
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Rayleigh calibration:
wavelength range 9 GHz———»  Filter transmission curves

wavelenthrange 1.64 GHz ——» Rayleigh response function for wind speed determinatio

Fig. 4.29 The wavelength ranges and the results of the Rayleigh calibration.

The parameters of the measured filter transmission curves (FWHM, spacing, transmission
maxima) are the input parameter of the simulator. The receiver response function describes the
correlation of the response values and the wavelength, and is calculated for the smaller
wavelength range.
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Fig. 430 The transmission of the Rayleigh filter A and B versus frequency to illustrate the
frequency intervals of the calibration mode (9 GHz and aUSR of 1.64 GHz).

The intensities for each channel are reduced by the dco and the results are corrected to a laser
energy drift:

E
Ag () = AR (M) - E—; (4.27)

where A'g|(}) is the intensity measured in channel A, Ey is the energy measured at Aq (first
wavelength step), and E;, is the energy at wavelength step n. After energy correction of channel B
according to EQ. 4.27, EQ. 4.26 is applied, and the receiver response function Ry for the
internal signal is generated. The internal Rg ¢ (1) and the atmospheric response function Rg Ac(A)
received from simulations are illustrated in Fig. 4.31. The atmospheric response function is
calculated by modelling a Gaussian shaped spectrum in respect to the atmospheric temperature
(EQ. 2.4 and EQ. 2.5) and simulating the transmitted intensities on channel A and B (EQ. 3.14 and
EQ. 3.15). The different dopes of the function arise from the different FWHM values of the
Rayleigh spectrum (1.6 pm at 270 K temperature) und the laser signal (0.02 pm).
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Fig. 431 Thereceiver response function depending on the LOS wind speed of the internal laser
spectrum (black line, FWHM 0.02 pm) and a Rayleigh spectrum at 270 K (dotted line, FWHM
1.6 pm).

The mean sensitivity of the receiver in respect to the internal reference Br ¢ and to the Rayleigh
atmospheric response function from calibration B ac is the slope of the best straight line of the
response function. The offset to the zero frequency (intercept of the curve) for the internal Ak ¢
and atmospheric response function Aiq;ac is determined. The difference between the best
straight line and the response function is the linearity error (Akg, rac for the atmospheric signal
and Al R for the internal signal). The response function from the atmospheric Rrac(?) and
internal R_R,C (A) calibration can be calculated from:

Rrac(M) =Brac™ A+ Akgtact Alerr RAC
Rrc(M) =Brc™ A+ Akt ct AXerr_R,C

The response functions from the atmospheric calibration depend on atmospheric temperature T
(Section 4.2.4).

(4.28)

(4.29)

4.2.3 Measurement mode

The response values for the atmospheric measurement in each range bin are calculated from EQ.
4.26 and result in one response value of the internal reference r’' g | and the response values of the
atmospheric measurement 1’ p A for the different atmospheric layers. An overview of the Rayleigh
processing procedureis shownin Fig. 4.32.

Fig. 4.32 Anoverview of the Rayleigh signal processing procedure.
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From EQ. 4.29, the internal wavelength value A, depending on the corresponding response value
I'r) can be determined by:

F'R1=Aherr Rc=Ahotic (4.30)
Brc

From EQ. 4.28, the atmospheric wavelength value L., depending on the corresponding response
valuer’g a can be determined by:

_ 'R A= ALerr Rac—ALoit ac

a B ac (4.31)

The Doppler shift is determined from the difference between the internal and the atmospheric
wavelength value. The corresponding wavelength shift ALp = Ap - A, is derived from:

A = 'R A= ALerr Rac—ALoit ac 3 MR~ Al rc= Aot o (4.32)
o=
Pr Ac Prc

Considering the factor c/2A , the wind speed is estimated by:
C

Vios = Ahp (4.33)
4.2.4 Rayleigh processing performance results

The simulated linearity errors Ahgy rac @Nd Ak, R c @€ shown inthe following figure received
from the atmospheric and internal response function.
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Fig. 433 The linearity error of the Rayleigh response function of the atmospheric (270 K
temperature) and internal laser signal in respect to the LOS wind speed.

The shape of the linearity error strongly depends on the filter parameters (FWHM, spacing,
transmission) and of the width of the signal spectrum.
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Errorson Rayleigh wind speed estimation

Background light and increased Mie backscatter resultsin an intensity change on channel A and B,
consequently an error is induced on the Rayleigh wind speed estimate. The temperature
determines the width of the Rayleigh spectrum and this affects the simulated response function as
well. The Rayleigh response function is determined by simulations for comparisons to
measurements and for the case, it is not available from measurements.

a) Temperature effects

The effects of a change in temperature on the Rayleigh response function are shown in Fig. 4.34.
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Fig. 4.34 Rayleigh receiver response R for different atmospheric temperatures (220 K, 300 K,
400 K) and the response of the laser signal (Mie signal) versus the LOS wind speed.

The intercept and the slope of the curves depend on the width of the spectrum. The slope decrease
for increased temperature values of the Rayleigh spectrum and lowest dope results from the Mie
response function. This leads to a non-linear temperature dependence asillustrated in Fig. 5.11.

In Fig. 4.35 achange in intensity change on both channels (A + B) and the LOS wind speed offset
is shown in respect to temperature variation for a LOS wind speed of O m/s. A change in
temperature of 10 K leads to a change in 2 % of intensity and a wind speed error of 0.1 m/s. Thus
the atmospheric temperature profile has to be known more accurate than 10 K to determine the
Rayleigh LOS wind speed profile with an accuracy better than 0.12 m/s.
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Fig. 4.35 Intensity change on the sum of channel A and B and the wind speed error depending
on achange in atmospheric temperature in respect to 0 m/s wind speed.

b) Mie contribution

For the case of amixed Rayleigh-Mie backscatter spectrum difficulties arise to determine the LOS
wind speed from the measurements at the Rayleigh receiver. Mie contribution on the Rayleigh
double edge receiver was examined by Garnier and Chanin (1992) for a system at 532 nm laser
wavelength. This study demonstrated for an increased filter spacing from 3.2 to 5.3 pm and
FWHM from 1.2 to 2.3 pm an increased insensitivity of the response function in the case of Mie
contribution, but resultsin alower sensitivity of the system. Souprayen et al. (1999b) analysed the
effect of Mie contribution for a direct detection Doppler lidar with the double edge method. The
errors are estimated by the knowledge of the scattering ratio. The remaining bias after correction
was lessthan 1 m/sfor a backscatter ratio of 10 and the bias was less than 0.6 m/s for a backscatter
ratio of 5.

The method described in this chapter uses the information of the signal at the Mie receiver to
determine and correct the bias at the Rayleigh receiver.

Correction of Mie contribution

The strength of the Mie and Rayleigh signal at the Mie receiver are used to generate the Rayleigh
atmospheric response function and to calculate the wind speed estimate from this new response
function. Fig. 4.36 demonstrates the signal at the Mie receiver. The minimum value of all 16
pixels determines the Rayleigh signal intensity and the difference between the minimum and the
maximum is a measure of the pure intensity of the Mie signal.
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Fig. 436 The Mie and Rayleigh electrons at the pixels of the Mie receiver, and the notations
used during calculation in this section.

The Mie and Rayleigh spectra are generated by simulations in respect to the ratio of the measured
Mie and the Rayleigh intensities at the Mie receiver. The Mie-to-Rayleigh-ratio (MRR) at the Mie
ACCD signal is used to determine the strength of the Mie signal Ny; at the Rayleigh receiver and
may be written as:

i(max) + 2
N D (N; = Nin) (4.34)
MRR = Mie — i(max)—2
I\IRay 16 - I\Imin

where the Rayleigh signal is determined by the minimum intensity N, (Fig. 4.36) and the Mie
signal is determined from five pixels around the pixel with maximal intensity i(max) without the
Rayleigh signal Nr,y. It is assumed that the ratio MRR corresponds to the signals ratio after
reflection at the Fizeau interferometer and the transmission through the Rayleigh Fabry Perot
interferometer. The Rayleigh atmospheric response function is calculated for a signal, which
includes a Mie and a Rayleigh spectrum and the Mie spectrum (number of Mie photons) is scaled

to:
Nuie = Nray * MRR (4.35)

The notations used for calculation are illustrated in Fig. 4.36. The response functions (Fig. 4.37)
are calculated for a pure Rayleigh signal and a Rayleigh signal with Mie contribution.
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Fig. 4.37 The response functions without and with Mie contribution for a typical MMR of 0.7
(corresponding to the intensities in Fig. 4.36) and the difference plot of both are illustrated versus
the LOS wind speed.

Simulations were performed for a ground system where the backscatter intensities results from an
altitude of 300 m, the median aerosol model, 70 mJ laser energy, and 700 accumulated pulses
(instrumental parameters Table 3.3). The results are demonstrated in Fig. 4.38. The bias is
reduced for different wind speed values and the algorithm seems to be very stable. The biasat 0.5
km altitude arises from aerosol backscatter for a backscatter coefficient of 4.3x10° m™? st
respectively a backscatter ratio of 1.56. The left figure shows the bias of the wind speed estimate
calculated by response functions of a pure Rayleigh spectrum (black line) and the bias of the wind
speed estimate calculated by response functions which include Rayleigh and Mie spectra (black
dotted line). The bias is reduced to values smaller than 0.3 m/s after correction of the response
function. Both wind speed estimates depending on altitude are illustrated also in the right figure
and the grey line represents the true wind speed of 0 m/s.
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Fig. 4.38 The LOS wind speed bias of the Rayleigh wind speed estimate due to Mie
contribution (black line) and after correction (dotted black line) of the response function (left)
depending on the LOS wind speed in respect to a backscatter ratio of 1.56. The LOS wind speed
estimate, the LOS wind speed after correction of the response function, and the true LOS wind
speed of 0 m/s (right).

The bias is reduced by a factor of 10 in respect to new response functions considering the
Rayleigh and Mie spectrum, which intensities depend on the detected MMR at the Mie receiver.

Summary

It was shown, that atmospheric temperature effects are low and for the case the temperature is
known better than 10 K, the difference LOS wind speed between measurements and simulationsis
smaller than 0.1 m/s. A new algorithm was presented to reduce the LOS wind speed error arising
at the Rayleigh receiver from increased Mie backscatter. The resulting wind speed error is reduced
by afactor of 10.



84 4. Signal processing and wind retrieval algorithms

4.3 Wind speed results of simulations

4.3.1 Random error

The random error of the wind speed estimate o,, can be obtained by a statistic from n wind speed
measurements with index i, and may be written as (Bronstein and Semandjajew 1987):

(v —v,)?
o, = 2o (4.36)
v n-1 '

where v,,, is the mean wind speed value.

Fig. 4.39 illustrates the random error of an airborne system at 12 km flight altitude for different
laser energy parameters, 700 accumulated laser pulses, instrumental parameters according to
Table 3.3, and the median aerosol model. Below 2 km the random error of the Mie receiver is
shown, which is smaller than the error of the Rayleigh receiver. In regions above 2 km, the
Rayleigh random error wind speed is mapped, because the Mie receiver error islarger.
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Fig. 4.39 Random error of the wind speed for different laser energy parameters (10 mJ, 40 mJ,
and 70 mJ) for an airborne system at 12 km flight altitude (left) and a ground system (right)
versus atitude. The random error of the Mie receiver isillustrated for altitudes below 2 km, and
the random error of the Rayleigh receiver isillustrated above 2 km altitude.

There is a decrease of the random error for increased laser energy for both the airborne and ground
system. The differences between the different laser energies increase for larger distances R to the
target because of the 1/R? dependence of the signal. The random errors of the airborne system in
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respect to the Mie signal increase with larger distances in the boundary layer, because the impact
of increasing aerosol backscatter is stronger than the signal attenuation by 1/R2. Caused by the
overlap and the reduction of photons in respect to the ground system, there is no signal below
500 m and reduced signal below 1 km altitude. The resulting random error values are shown in
Table4.2.

Table 4.2 Random error for the airborne and the ground system

Rayleigh random error above2| Mierandom error up to 2 km
L aser energy km (m/s) (m/s)
Airborne Ground Airborne Ground
10mJ <05 <1.0 <05 <0.2
40 mJ <03 <0.6 <0.3 <01
70 mJ <0.3 <05 <0.3 <01

4.3.2 Wind speed selection

The combination of the Mie and Rayleigh receiver provides the opportunity to select the Mie
receiver results in case of higher aerosol loadings and the Rayleigh receiver results for pure
molecular backscatter areas. To decide whether the Mie or the Rayleigh signal is chosen for the
LOS wind speed results, the intensities of the Mie receiver are analysed. For the case, the ratio of
maximal to minimal intensities (of the 16 pixels) of the Mie signa is larger than a threshold, the
Mie receiver results are chosen. Otherwise the results of the Rayleigh receiver are selected and an
exampleisillustrated in Fig. 4.42.
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Fig. 440 The cloud cover coefficient profile (a), the LOS wind speed results of the Rayleigh
and Mie receiver (b), and the results of the selected wind speed compared to the true wind speed
(c) versus dltitude. "Delta’ wind speed is the difference between the selected and the true wind
Speed.

Simulations were performed for an airborne system at 12 km flight altitude, 70 mJ laser energy,
700 accumulated laser pulses (instrumental parameters in Table 3.3), and the median aerosol
model. The atmospheric wind speed and the clouds were taken from the local model (DWD). The
cloud cover demonstrated in Fig. 4.40(a) and indicates alow cloud cover at about 1 km, 7 km, and
9 km altitude.

Fig. 4.40(b) illustrates the true wind speed and the wind speed estimate of the Mie and Rayleigh
receiver. The Rayleigh receiver wind speed estimate corresponds to the true wind speed for clear
air, but in the case of clouds or increased aerosol loadings in the boundary layer, a bias increases
which can be larger than 5 m/s. The Mie receiver wind speed estimate corresponds to the true
wind speed in case of clouds or higher aerosol loadings, whilst in clear air the error is quite large
(> 5 m/s). For both the Rayleigh and Mie receiver the signals are attenuated in such an extent
below 0.5 km altitude, that a wind speed estimation is not possible.

Fig. 4.40(c) illustrates the true wind speed, the selected wind speed, and the differences between
both. For the case, the ratio of the maxima and minimal intensity at the Mie receiver is above a
threshold, the Mie wind estimate is selected. Otherwise, the Rayleigh wind speed estimate is used.
Theresidua error after selection is below 1 m/s.
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The performance of an airborne system at 12 km flight altitude and along a flight track of 680 km
in the case of cloudy sky and in occurrence of ajet was simulated. Cloud cover, temperature, and
wind were taken from the DWD local model at October 12th 1999. The backscatter signals during
the flight were ssimulated with 70 mJ laser energy, 700 accumulated pul ses per measurement, and
the median backscatter model. The instrument filter parameters were taken from Table 3.3. The
model LOS wind speed and the cloud cover coefficients of the model are presented in Fig. 4.41.

[
—_
1

Iodel
LOS wind speed

Alntude (lom)

(s/ur) paads puip

—_
—_
|

UATIgI200
J3A02 pRot)

Altiade (lom)

| 1 | | | | |
0 a0 200 300 400 S00  &00 700
Flight track (km)

Fig. 441 The model wind speed and cloud coverage of the local model along the flight track
depending on altitude.
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Fig. 442 The smulated LOS wind speed results of the Rayleigh and the Mie receiver along the
flight track depending on altitude.

Fig. 4.42 shows the Rayleigh and Mie receiver wind speed estimate. The Rayleigh winds are
obtained from simulations for the first 300 km of the flight track, except from the boundary layer.
Because of high and middle clouds after 300 km, the Rayleigh signal is strongly attenuated and
the wind speed estimate is biased. The Mie receiver wind speed estimate accords to the model
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wind speed partly in the boundary layer and from clouds where the cloud cover coefficient islow.
There are areas (grey fields) in Fig. 4.42 where the with speed estimate is out of the indicated
wind speed range of the model. The signal there is either attenuated by clouds or the increased
Mie backscatter induces a bias on the Rayleigh wind speed estimate of the Rayleigh receiver. The
results of the Mie and Rayleigh receiver are combined and the selected wind speed is shown in
Fig. 4.43:
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Fig. 443 The simulated selected wind speed results along the flight track versus atitude.

The selected wind speed results (Fig. 4.43) are superior to results from either the Mie or the
Rayleigh receiver because they cover alarger atitude range.
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Fig. 444 The difference of the model and the simulated selected LOS wind speed along the
flight track versus altitude.

Fig. 4.44 shows the differences between the selected and the model LOS wind speed and the error
of the wind speed estimate is smaller than +/- 1 m/s for those areas of the atmosphere where the
attenuation of cloudsislow.

Summary

From smulations it was demonstrated that the random error of an airborne system at 70 mJ
(requirement of the prototype) is below 0.3 m/sfor both the Mie and Rayleigh receiver.

In respect to different atmospheric conditions, the LOS wind speed results were selected from
either the Mie receiver (aerosol backscatter) or the Rayleigh receiver (for clear air), and the
selection routine is determined by a threshold. This leads to LOS wind speed errors below 1 m/s
and a larger coverage of atmospheric ranges, than measurements from either the Mie or the
Rayleigh receiver.
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5 Measurement results and evaluation

As described in the previous chapter, the data processing algorithms were analysed and optimised
by means of simulation signals, to enable performance tests of the receiver with measured signals.
This chapter shows the first measurement results from the ground (Section 5.1) and from an
aircraft (Section 5.2) of the prototype performed at DLR. Atmospheric and internal measurements

from the ground are analysed and discussed in respect to simulation results.

5.1 Measurementsresultson ground

The results are provided from measurements during November 2005. The receiver system, the

telescope, and the laser are mounted to arack and set up in the container at DLR.

Backscatter | aser beam transmitted 20° off zenith (green)
signal (blue)
20° off Zenith

(Opening in the container roof)

Receiver

Laser

(not visible
behind the
telescope)

Rack

Mirror at the bottom of the container

Fig. 5.1 The ALADIN prototype in the container at DLR in November 2005 and the optical

paths of the transmitted and backscattered light.
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The extracted laser beam (Fig. 5.1, green lines) is transmitted coaxia to the optical axis of the
telescope (Fig. B.2) and then reflected off the mirror at the bottom of the container into the
atmosphere through a wide opening in the container roof. The backscatter signal (blue lines) is
reflected off the mirror at the bottom into the telescope and the collimated beam after passing the
telescope, is reflected straight into the receiver.

Aninternal calibration measurement (Chap. 4) was performed to determine the response function
of the Mie and Rayleigh receiver, to generate the transmission curves of the Rayleigh receiver, to
determine the linearity error, and to test the sensitivity (slope of the response function, Korb et al.
1998, Gentry et al. 2000) of the receiver systems. The measured results are compared to
simulations by AProS.

5.1.1 Rayleigh receiver calibration measurement

The results presented in the following, arise from 700 accumulated laser pul ses per frequency step
of 231 MHz. The Rayleigh spectrometer temperature was at 26.8°C (+/-0.02°C) and the
temperature of the optical bench assembly was at 25.3°C, as not denoted otherwise. During the
Rayleigh receiver calibration, the parameters of the transmission curves are determined to
upgrade the simulator and the response function (calibration curve) of the Rayleigh receiver is
determined.

I nternal calibration

A calibration measurement (Section 4.2.2) was performed to determine the parameters of the filter
transfer function of channel A and the results are shown in Fig. 5.2. Because the laser energy was
not determined, the factor E,/E (EQ. 4.27) cannot be taken into account.
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Fig. 5.2 The measured transmission of the Rayleigh receiver filter A (grey line with filled dots)
and filter B (grey line with square dots), and the modelled Lorentzian function corresponding to
filter A (black line) versus frequency (24.11.2005).



5. Measurement results and evaluation 91

The measured filter curve of channel A and aLorentzian filter curve (EQ. 3.8) modelled by AProS
to the corresponding measured FWHM of 1693 MHz and normalized to the maximum
transmission, are shown in Fig. 5.2. A calibration measurement for a larger frequency range was
performed and Fig. 5.3 shows the coincidence between simulated and measured transmission
CUrves.
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Fig. 5.3 The measured transmission of the Rayleigh receiver filter A (grey line with filled dots)
and filter B (grey line with sguare dots), and the corresponding modelled Lorentzian functions
(black line) versus frequency. fy is the frequency at the crosspoint of the filter curves

(18.11.2005).

fo 1S the frequency at the cross point of the filter curves and determines the centre of the wind
measurement interval. The measured FWHM of filter B is 1691 MHz and the filter spacing is
6291 MHz. The transmission of B is a 75 % of transmission on A corresponding very good to
previous values' (EADS-Astrium 2004). There are two main discrepancies of the modelled and
measured curves. First the discrepancy rightmost in the figure in a frequency range between 7000
and 10000 MHz shows an increase in transmission of filter curve A from the measurement by
contrast to the ssimulated curve, where the transmission values decrease to nearly zero. This
discrepancy is caused by AProS, simulating only a single transmission curve and not taking the
increase towards the next transmission maximum into account. The measured filter curves
increase again to the next transmission maxima (periodic function in Fig. 3.15). This discrepancy
does not affect smulations in respect to the wind speed determination. The other discrepancy is
the shape of filter B around its maximum at 8000 MHz. It is assumed that either the laser energy
or the frequency monitoring did not work correct during the measurements. The response function
according to EQ. 4.26 and calculated from the filter transfer functionsis presented in Fig. 5.4.

1. EADS-Astrium 2004: T, =0.368 and Tg=0.272=0.368 * 0.75.
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Fig. 5.4 Theresponse values of the transmission transfer functions of Fig. 5.3 versus frequency.
The USR of the Miereceiver isthe wind measurement range of the instrument.

Fig. 5.5 represents the curve for the wind speed measurement range (USR) of 1.64 GHz, with
steps of 31 MHz. The Rayleigh receiver sengitivity of is 0.039 %/MHz (Table 5.1) is obtained
from alinear fit to the response curvein Fig. 5.5.
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Fig. 55  The response values of the Rayleigh receiver for the wind measurement range as
denoted in Fig. 5.4 versus frequency.

The results of AProS (adapted to the measured filter parameters) lead to a Rayleigh receiver
sengitivity of 0.0571 %/MHz and of 0.0569 %/MHz in the case of photon noise (Section 3.1.2).
For a dlightly broadened signal (i.e. due to laser frequency fluctuations) the sensitivity value is
0.0572 %/MHz. Hence a decrease in sensitivity arises from noise and an increase in sensitivity is
caused by a broadened signal.
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Fig. 5.6 Anenlargement of Fig. 5.3: the Rayleigh transmission values near the frequency at the
filters cross point at fy for the measured (grey) and modelled (black) curves versus frequency.

The differences between measurements and simulations may indicate that assuming a Lorentzian
profile of the filter curves is not adequate enough to calculate the sensitivity. The filter curves of
the simulations seem to have a steeper slope at the crosspoint than the slope of the measured
transmission curves (Fig. 5.6). That is the reason, why the simulated sensitivity is larger than
measured.

The linearity error results of the difference between the response function and alinear curve fit. A
mean linearity error (EQ. 4.29) corresponding to an USR of 1.3 GHz! was calculated from three
calibration measurements, to reduce the effect of laser energy fluctuations. The measured and
simulated linearity errors are illustrated in Fig. 5.7. The simulation was performed in respect to
the measurement interval and the cross point fg of the filter curves.
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Fig. 5.7 The linearity error (response value?) resulting from measurements (grey) and
simulation (black) in respect to the filter cross point at f, versus frequency (22.11.2005).

1. The USR (defined to be 1.64 GHz) is sometimes reduced due to the laser parameters (e.g. laser lock status and energy
fluctuations).
2. For aRayleigh receiver sensitivity of 0.04 %/MHz, the response val ue of 0.0004 corresponds to IMHz.
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Both the amplitude and the shape of the ssmulated linearity error agree with the measurements for
the corresponding frequency range. The maximum of 0.01 (response value) is at about -500 MHz
(related to fp) and the modulation of both curves is nearly identical. The fluctuations of the
linearity error (standard deviation, 1 m/s) may arise from the laser properties and photon noise. An
overview of theinternal calibration results of the Rayleigh receiver isillustrated in Table 5.1.

Table 5.1 Rayleigh receiver: calibration measurement values

EADS-Astrium 2004 Measured at DLR
(at 25°C Rayleigh (at 25.8°C Rayleigh

spectrometer) spectrometer) Simulator
Sensitivity (%/MH2z) 0.0486 0.0398 0.0571
Random error: 0.0569 (photon noise)
9.96x10°% %/MHz 0.0572 (broadened signal)
FWHM A/ B (MHz) 1737.71 1727.7 1693/ 1691 from measurement
(pm) (0.73/0.726) (0.711/ 7.10)
Spacing (MHz) 6320 6380 from measurement
(pm) (2.655) (2.643)
Peak transmission 0.368/0.272 Tal0.75Ty 0.368/0.272
A/B 0.367/0.75*0.368
Linearity error values in respect to f; Maximum: 0.01 Maximum: 0.01
not determined at -500 MHz at -500 MHz

Random error ~1 m/s | Random error < 0.1 m/s

The mean sensitivity of the measurementsis 0.0398 %/MHz (over 8 observations) with a standard
deviation (EQ. 4.36) of 9.96x10™* %/MHz. The measured sensitivity is lower than measured in
2004 (EADS-Astrium 2004) and depends on the increased spacing of 6380 MHz. The sensitivity
of smulations is higher than the measured sensitivities. This points out that a simulated
Lorentzian profile of the transmission function is not adequate enough. The ratio of the maximum
transmission values of both channels corresponds to the transmission values measured by
EADS-Astrium (2004). The linearity error which results from simulations agrees quite closely to
shape and amplitude. Concluding, the values are close to the measured values by Astrium and
correspond to the simulation results. The fluctuations of the linearity error are large (>1 m/s) and
may arise from laser frequency fluctuations.

Atmospheric calibration:

Besides the internal calibration an atmospheric calibration was performed to determine the
atmospheric signal for different frequencies and to calculate the sensitivity of the receiver for the
Rayleigh signal (Section 4.2.3). These very first atmospheric measurements results with this
system are presented in the following. The response function of the atmospheric calibration for an
atitude at 2 km (where low Mie backscatter is expected) is shown in Fig. 5.8 compared to the
linear fit function.
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Fig. 5.8 The Rayleigh response values of the atmospheric calibration measurement (grey) and
the best linear fit (black) at an altitude of 4 km versus frequency. f; is the frequency at the

crosspoint of the filter curves (15.11.2005).

The frequency step size changes (at about 5000 MHz) from 231 MHz to 31 MHz. The frequency
range of Fig.5.8 is larger (3.3 GHz) than the wind speed measurement range, because a
correlation of measurements and simulations will be seen more clearly for an increased range. The
linearity error (Fig. 5.9) for an increased range has a stronger modulation (shape like a sinus).
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Fig. 5.9 The atmospheric linearity error from measurement (grey, see Fig. 5.8) and a simulation
(Rayleigh spectrum at 270 K temperature) at 2 km altitude versus frequency. The USR is located
symmetrically to the crosspoint of the filter curvesin respect to the frequency range.

The wind measurement range (USR) is indicated in Fig. 5.9. The small fluctuations within the
measured curve may arise from the laser properties, photon noise, and the atmosphere. The cross
point of simulations (at 270 K temperature) coincide with the cross point of the measurements and
the shape and amplitude of the resulting linearity error are in accordance. The maxima is about
0.06 (response) at a frequency of -900 MHz and the minima is -0.04 at a frequency of 900 MHz.
The random error (determined by the difference between the measurement and a polynomial fit) is
0.017773 which corresponds to 8 m/s and arises from the fluctuations of the linearity error curve.
The measured sensitivities are illustrated in Fig. 5.10a. The sensitivity increases within the first
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atmospheric layers because the intensity of the Mie signal decreases. Above 1 km altitude the
sengitivity decreases with altitude due to the decreasing signal quality (Fig. 5.10).
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Fig. 5.10 Thereceiver sensitivity (a) at 15.11.2005 (15:00) and the atmospheric temperature (b)
provided by radiosonde data at 15.11.2005 (12:00) above 0.25 km and temperature measurements
at DLR below 0.25 km.

The temperature profile (Fig. 5.10b) was obtained from the radiosonde in Oberschleif3heim
(15.11.2005, 12:00, above 0.25 km atitude) and measurements at DLR (weather station

0-0.25 km altitude). It seems that the sensitivity decrease with an decrease in temperature and this
effect was analysed by simulations.
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Fig. 511 The modelled sensitivity of the Rayleigh response (slope) versus temperature. A
typical Rayleigh spectrum is expected at a temperature of 275 K and a Mie spectrum at 0 K.

Fig. 5.11 illustrates the Rayleigh receiver sensitivity dependence on temperature. Around atypical
Rayleigh spectrum (275 K), the sensitivity increases with decreasing temperature. For
temperatures below 100 K1, the sensitivity decreases with temperature, which was shown during

1. Simulated spectraat 2 K temperature provide a backscatter signal shape like a Mie spectrum (no longer broadening effects due
to temperature).
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internal calibration (page 92), consequently the sensitivity increases for a broadened laser (Mie)
signal. The sengitivity of the atmospheric measurement decreases with increasing temperature and
lower signal quality. This demonstrates that the decrease in the signal-to-noise ratio of the signa
is predominant and temperature effects on the sensitivity are small. For the case of Mie
backscatter on the Rayleigh signal, the simulated sensitivity decreases to 0.060 %/MHz.

In summary it can be said, that the linearity error of the atmospheric calibration is close to
simulation in amplitude and shape but large fluctuations arise due to laser properties, atmosphere,
and noise effects. The sensitivity decreases with increasing temperature, increasing Mie
backscatter, and lower signal quality (higher altitudes), as expected from simulations.

5.1.2 Miereceiver calibration measurement

During the Mie calibration measurement, the frequency is shifted across the USR with frequency
steps of 31 MHz. The internal signal of the measurements referring to different frequencies is
shown in Fig. 5.12. At afrequency of 4640 MHz (Fig. 5.12b), the signal maximum is nearly at the
centre of the USR.
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Fig. 5.12 The number of photons versus pixel number of the internal signal at the Mie receiver
for different laser frequencies. (a) the signal at the ACCD at a frequency of 4200 MHz (-81 m/s);
(b) the signal at a frequency of at 4640 MHz (-2 m/s); (c) the signal at a frequency of 5100 MHz
(81 m/s).

The response function (Fig. 5.13) is calculated by applying the Gauss correlation algorithm. As
discussed in Section 4.1, the algorithm is sensitive to the FWHM input parameter. The results in
the following indicate the FWHM value, which was taken during the signal processing.
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Fig. 5.13 The measured Mie receiver response function depending on frequency and pixel
index by applying the Gaussian correlation algorithm (FWHM 0.2 pm). f; is the centre frequency

of the USR at pixel index 7.5 (22.11.2005).

fo is the centre frequency of the USR at pixel index* 7.5. The measured Mie receiver sensitivity is
100.13 MHz/pixel compared the sensitivity from simulations being 103.4 MHz/pixel. To compare
the results for different FWHM values, the response function was calculated for a FWHM of
0.059 pm and 0.2 pm. The resulting linearity error Alg, v (EQ. 4.1) isillustrated in Fig. 5.14. f,
isthe centre of the USR corresponding to pixel index 7.5.

20-
Gauss FWHM 0.2 pm | /SN
o 15-
E . Gauss FWHM 0058 pm
-
E o
B 0-
&
A -10- f
(=]
_15_| | | | | 1 | | | |
-300.0 -A00.0 -400.0 -200.0 0.0 200.0 4000 A00.0 an0.o

Frequency (LHz)

Fig. 5.14 The linearity error from measurements in respect to different FWHM input values of
the Gauss correlation algorithm versus frequency. f is the is the centre frequency of the USR at

pixel index 7.5 corresponding to a frequency shift of 0 MHz (18.11.2005).

There are oscillations depending on the choice of the FWHM for the Gauss correlation algorithm
(Section 4.1.4). The oscillations and the modulation of the algorithm leads to linearity errors
smaller than +/-7 m/s (FWHM 0.059 pm), respectively smaller than +/-5 m/s (FWHM 0.2 pm). A

1. Pixd indexi=0.....15.
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comparison of the simulated linearity error for measurements and a simulation is demonstrated in
Fig. 5.15.
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Fig. 5.15 The wind speed linearity error of four different calibration measurements (grey) and
from ssimulation (black, FWHM of 0.2 pm) versus frequency (18.11. and 22.11.2005).

The edge bias and the modulations arise for both the smulation and the measurements (Section
4.1). The fluctuations within the curve may have the same reasons as the fluctuations of the
Rayleigh linearity error. The error of the modulation is a bit larger (+/-4 m/s) than during
smulations (+/-2 m/s) and not symmetric to fy. The larger modulation and the asymmetry may
arise from an alignment effect within the receiver. A change in the incident angle leads to an
asymmetric signal (Section A.2). The mean measured sensitivity of four observations is 99.98
MHz/pixel and the ssimulated is 103.4 MHz/pixel. The error of the oscillations (fluctuations) of
the measured linearity error is 1.1 m/s compared to the simulated error of 0.1 m/s (Table 4.1, error
of oscillations). The error of the oscillations (fluctuations) of the linearity error was calculated by
the standard deviation resulting from the differences between the measured linearity error an a
polynomial curvefit.

Table 5.2 Miereceiver: calibration measurement values

EADS-Astrium 2004 M easured Simulator
Sensitivity (MHZz/pixel) 103.48 99.98 103.4
Linearity error Maximum: 0.72 m/s Maximum: 4 m/s Maximum: 2 m/s
no modulation at 300 MHz; at 500 MHz;
asymmetric; asymmetric;
Oscillations ~0.5 m/s Oscillations 1.1 m/s Oscillations 0.1 m/s
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5.1.3 Signals measured from atmospheric backscatter

Besides the calibration measurements, first atmospheric measurements from the container were
performed. Because of the laser properties, the atmospheric wind speed was not determined but
the wind speed measurement accuracy was tested from the return of the surface of a building
(Section 5.1.4).

The laser energy was about 20 mJ at the start of the measurements (mid of October) and decreased
then to 13 mJ (beginning of November) instead of 70 mJ (requirement). The laser beam profile
was not determined, but it was assumed (for simulations) to have a flat top® intensity profile
instead of a Gaussian profile. The laser divergence was assumed to be significantly larger than the
required 70 prad and even larger than the receiver field of view of 100 prad. The effects on the
backscatter intensities at the receiver due to the laser divergence are presented in Fig. 5.16. There
are increased shadowing effectsin front of the telescope (Section 3.2.2).
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Fig. 516 The overlap factor versus altitude for different laser divergence values of 70 prad
(grey dotted line), 400 urad (black dotted line), and 1000 prad (black fat line).

Instead of low intensities near the receiver and increased intensities for distances larger than 3 km
in respect to alaser divergence of 70 prad, the intensities increase directly in front of the receiver,
whilst intensities further away decrease to 15 % for systems with higher laser divergence (1000
prad).

Atmospheric measurements were done on November the 17th during day and at night. Fig. 5.17
and Fig. 5.18 show the intensity results of one observation for 700 accumulated laser pulses. The
integration times are 2.1 ps for the first six atmospheric layers and above 8.4 ps. This leadsto a
range bin length of the atmospheric layers of 315 m up to 2.2 km altitude and 1260 m above. The
atitude values illustrate the height above ground (Oberpfaffenhofen is at 630 m above sea level,
ASL). The background is measured for an integration time of 625 ps. Atmospheric measurements
were done in zenith if not denoted otherwise. The results of the Rayleigh receiver for 700 laser

1. A flat top laser intensity profile means a circular uniform illuminated spot.



5. Measurement results and evaluation 101

pulses are shown in Fig. 5.17 (left picture). The figures at the right show the intensity distribution
for the different atmospheric layers. LO is the signal in background range bin (index zero), L3 is
the internal reference signal, and L9 is the ninth atmospheric layer referring to 3 km altitude. The
signals include the detection chain offset (dco) and the background light. The dco may be seenin
the figures at the right as a constant value at about 2000 electrons (dco of 5 measurements). The
background light leads to increased illuminated spots of channel A and B.

A B

4000-
300 I I Atmospherlc
._-I I--I | . signal

channel A channel B
- 4>

Electrons

25—

=
20- 5
4]
M [}
| 15- @
g @
L = Internal
£ 10- 2 I I reference
= A | | .| | .
10oaa-
5= w  5000-
g
E Aa000-
0- . 5 LO
= 4000-
0 5 10 16 = I I II Background
Pizel mumber 15|:||:|:IIII : IllI IIII
1] & 10 15

Mumber of pzel

Fig. 5.17 The measured electrons at the Rayleigh ACCD of channel A and B depending on
atitude and pixel index (left), and the corresponding number of electrons at the 16 pixels for
different atmospheric layers (right). L9 is the atmospheric layer at 3 km distance, L3 shows the
signal of the internal reference and the background signal is at range bin LO (17.11.2005
10:48:35).

The results of the Mie receiver (10:38:19) for 700 laser pulses are shown in Fig. 5.18 (left figure).
The figures on the right demonstrate the intensity distribution for the different atmospheric layers.
L7 isthe range bin at 1.2 km altitude. The signals include the dco and the background light. The
signal of the atmospheric layer is dightly broadened. The signal at the background range bin (LO)
was expected to have a uniform distribution and the asymmetric signal points out an inadequately
alignment. The fringeis not centred but shifted to the right due to a laser frequency shift.
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Fig. 5.18 The measured electrons at the Mie ACCD depending on altitude and pixel index
(left), and the corresponding number of electrons at the 16 pixels for different atmospheric layers
(right). L7 is the atmospheric layer at 1.2 km distance, L3 shows the signal of the internal
reference and the background signal is at range bin LO (17.11.2005 10:48:35).

The Rayleigh and Mie receiver signals after reduction of background light and the dco are shown
in Fig. 5.19. The output of the detection unit is a numerical value. The number of electrons (e-) at
the ACCD is calculated by the transfer factor of the analogue-digital converter. The Mie ACCD
factor is 0.342/e- and the Rayleigh ACCD factor is 0.333/e- (EADS-Astrium 2005b). The dco for
the Rayleigh ACCD is 1204 e- (standard deviation 7.5 e-) and for the Mie ACCD is 906 e-
(standard deviation 5.5 e-).
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Fig. 5.19 The Rayleigh receiver signals (left) and Mie recelver signals (right) without
background light and dco (17.11.2005 10:48:35).

The vertica intensity profiles depending on altitude are illustrated in Fig. 5.20 compared to
simulations with AProS (assuming a laser energy of 13 mJ, 400 urad laser divergence, and the
median aerosol model). The intensity profiles show the number of electrons added up for all 16
pixel for each altitude layer (without background and dco). The left figure (@) demonstrates the
electrons at Rayleigh channel A and B and Fig. 5.20(b) illustrates the number of electrons at the
Miereceiver (the electrons of all pixels are summed up).
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Fig. 5.20 The measured electrons at the ACCD at the Rayleigh receiver (@) and the electrons at
the Mie receiver (b) compared to simulation results versus altitude. The ratio of the ssmulated
and measured intensities is shown in the right figure (17.11.2005 10:48:35).
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There are backscattered intensities up to 8 km altitude at the Rayleigh receiver in the case of clear
air, demonstrating the feasibility how far signals may be measured for the current laser parameters
and fine alignment. There is a bend at 3 km caused by an increased integration time of 8.4 us
(instead of 2.1 ps). The ratio of the simulated and measured intensities is illustrated in the right
figure. Near the instrument, the intensity values coincide to the ssmulations, and for an increased
distance they differ by a factor smaller than 16, which can be attributed to the alignment of the
prototype.

5.1.4 Miereturn of a non moving tar get

A building was used as a non-moving target at 1134 m distance to the container, determined by a
laser range finder. The wall of the building generates a high Mie backscatter return, allowing to
optimise the alignment of the instrument and to determine the random error at the Mie receiver.
The laser beam was reflected to an additional installed mirror at the roof of the container and then
directed horizontally to the ground towards the wall (Fig. 5.21). The reflected intensities of the
wall were measured in range bin L7 containing the range from 975 m to 1290 m. The timing of the
laser pulse extraction with respect to the detection integration time is demonstrated in Fig. 5.21.
The optical path towards the atmosphere is opened at the time the laser pulse is sending out. To
avoid impact of atmospheric backscatter at the internal reference as far as possible, the laser pulse
is transmitted close to the end of the third time interval. The signal at the ACCD arises from the
internal reference and an atmospheric backscatter corresponding to a range of about 30 m. The
atmospheric signal resulting from a 30 m range is quite poor compared to the internal reference at
L3. Thefirst atmospheric range (L4) covers the distances from 30 m to 345 m.

Laser beam
Target
(wall)

1134 m

Laser pulse transmission
Distances:| 1290-975 m| 975-660 m‘ 660-345m ‘ 345-30m

Range Bin: L7 ‘ L6 ‘ L5 ‘ L4 |5oh L3

Fig. 5.21 A sketch of the wall, the laser beam path, the container, and the distances in respect to
the ACCD integration times (atmospheric layers 3-7). The laser pulse is transmitted during the
integration time of the ACCD at range bin L3 and the return of the target is obtained in range bin
L7.
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Fig. 5.22 The number of electrons at the Mie ACCD versus pixel index. The internal reference
isat range bin 3 and the return of the wall isat range bin 7 (17.11.2005 20:46:08).

Thereis an increased intensity obtained at L7, arising from the hard target. The angle of incidence
was 40° (determined from an aerial view). The intensity distribution shows the signal shape from
the hard target corresponding to the internal reference (Fig. 5.23).
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Fig. 5.23 The number of electrons at the ACCD versus pixel index. The signal shape of the
internal reference (left) and the hard target (right).

The FWHM of the signal of the internal reference is 1.572 pixel (0.0683 pm) and the backscatter
signal from the wall is 1.629 pixel (0.0708 pm), which was calculated from the downhill simplex
algorithm (FWHM start value 0.1 pm). This shows a good accordance due to a small discrepancy
of 3.5 %. The random error and the bias of the internal reference and the target were calculated
and the random error of the difference between both (Table 5.3). The Gauss correlation algorithm
was applied for aFWHM of 0.2 pm. The test was used to align the instrument and the number of
observations was determined by the time in between the alignments.
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Table 5.3 Therandom error and the bias of the target test

Number of Random Random
Num.ber of |laser pulses Bias: error Random error A
wind per wind |Ainternal to| internal |error target| internal to

estimates estimate |target (m/s) (m/s) (m/s) target (m/s) Time
21 700 -3.53 0.80 0.79 0.59 20:31
32 700 -6.31 1.82 1.63 1.04 19:25
25 700 -1.32 1.88 1.67 1.16 19:16
294 50 -3.54 0.89 1.18 1.04 20:31
448 50 -6.28 2.10 1.92 154 19:25
350 50 -1.24 2.09 2.03 161 19:16

The random error of the internal reference depends on laser frequency fluctuations and varies
form 2.1 m/sto 0.8 m/s considering the observations. The difference of the random error between
the internal reference and the target depends on the random error of the internal reference signal.
The error is small for alow random error of the internal reference and increases for an increased
random error of the internal signal. The bias obviously depends on the alignment and is consistent
through the observations (for each measurement) between the active alignments of the instrument.

Simulations were performed at 58 mJ laser energy?, 400 prad laser divergence, 0.5 km distance to
the instrument at ground, with the telescope pointing to zenith, for 700 accumulated laser pulses,
and 21 observations, using the median aerosol model. The random errors result in values below
0.1 m/s, smaller than measured (0.79 m/s), because the laser parameter variations (e.g. frequency
fluctuations) are not taken into account for the smulations. The signal of the target includes
atmospheric backscatter. The calculated signal backscatter from a wall (assuming a backscatter
coefficient of 10° m™ sr't in an atmospheric layer of 500 m and an albedo of 0.01, like grass) is
about 2 times stronger than measured. The atmospheric signal (Doppler-shifted by wind) is mixed
with the signal from the wall and may result in abroadened signal at the receiver, with asymmetric
signal shape, and a shift of the maximum location.

5.1.5 Clouds

In the case of clouds, increased Mie backscatter is expected. At November 17th, clouds between
800 m and 1000 m altitude were detected by MULIS (MUIti purpose Lidar System, Mattais et al.
2004, Wiegner et al. 2004), which was deployed besides the DLR container of the prototype.
Taking the laser transmission time into account, the 6th range bin includes atmospheric
backscatter from 660 m to 975 m altitude. The backscatter intensity profiles are shown in Fig.
5.24.

1. Thelaser energy was determined by the signal strength at the Mie receiver. 58 mJ laser energy during simulations provides the
same signal strength at 0.5 km distance as the return of the wall from measurement.
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Fig. 5.24 The number of electrons at the Rayleigh receiver channel A and B (left) and at the
Mie receiver (right) versus altitude (17.11.2005 12:03:00). The increased Mie backscatter (red

line) of the cloud (grey field) isindi

cated at the Mie receiver for the distance of 660-975 m.

The intensity distribution of the backscatter signals at the Mie receiver is presented in the
following figure. There is a clear fringe at range bin 3 (internal reference). A slightly broadened
and asymmetric fringe is detected from the atmospheric layers four and five due to misalignment
effects. Thereisaclear signal at range bin 6 with strongly increased intensities. The intensities at
range bin seven are quite low (attenuation above clouds), but a clear fringe is still detected (1 km

distance).
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Fig. 525 Number of electrons at the Mie ACCD versus pixel index for different range bins.

The internal reference at range bin L3, atmospheric signal at the range bins L4, L5, L7, and the
cloud backscatter at range bin L6.
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5.2 Airborne measurements

Flights with the prototype instrument were performed on October the 18th and 20th to test the
system, concerning vibrations and to ensure the compatibility of the prototype with the aircraft.
These were the first airborne direct detection Doppler wind lidar measurements worldwide. The
laser was not operating in single frequency mode during flight, because of the vibrations of the
aircraft and the signals are only analysed in respect to the intensities. The results presented in the
following were provided during the second flight on October 20th. The flight atitude was at 8.2
km (ASL) and the laser beam was sent 20° off nadir into the atmosphere. The measurements start
at 13:45 and ended at 17:00. An overview of the backscatter intensities at the Rayleigh and Mie
receiver (al pixels summed up per atmospheric layer) along the flight track is shown in Fig. 5.26.
Each vertical profile represents the intensities of all pixels for one observation. During these
measurements, the internal reference was at range bin 4.
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Fig. 5.26 The number of detected electrons at the Mie ACCD (a) and at the Rayleigh ACCD
(b) versus the time of the flight. The electrons of each atmospheric layer of one profile is the
amount of all electrons at the 16 pixels for both the Mie and Rayleigh receiver (20.10.2005).

At times around 14:20, 15:10, and 16:40 there are no backscatter signals, because the image mode
of the ACCD was tested and settings were improved. Depending on the transmitter and the
receiver settings and atmospheric conditions, the Rayleigh signal may be detected down to ground
(15:45). Strong backscatter from clouds at the Rayleigh and Mie receiver was measured at 3 km
distance to the instrument north of Munich (around 13:56:41).
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Ground return was detected from the observations depending on ground height. At 15:29:11 the
flight passed northern Germany (Frankfurt a. d. Oder, 200 m ASL). The ground was expected at 8
km distance to the aircraft (range bin 16, 7.71 km - 8.9 km range). The results are shown in Fig.
5.27. There are increased intensities at both the Rayleigh and Mie receiver at range bin 16, which
results from the Mie backscatter of the ground return.
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Fig. 5.27 The number of electrons at the Rayleigh receiver of channel A and B (left) and the
number of electrons at the Mie receiver of all 16 pixels (right) versus atitude. The increased
number of electrons due to the ground return is detected at the Rayleigh (left) and Mie (right)
ACCD (northern Germany, 15:29:11).

Crossing the Bayrischer Wald (1400 m ASL), the ground was at 6.8 km distance to the aircraft
(range bin 15). The signal shape of the Mie signal at range bin 15 is more clear than from ground
return at range bin 16 (Fig. 5.27) and the results are illustrated in Fig. 5.28.
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Fig. 5.28 The number of electrons at the Mie receiver for al 16 pixels versus atitude (left) and
the number of electrons of the ground return at the Mie receiver versus pixel index (right,
Bayrischer Wald, 16:06:22).
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During the flight measurements, the Rayleigh backscatter signal was detected down to ground,
showing the system capability to provide signals up to 8 km distance. The Mie signa was
backscattered near the aircraft and significantly from clouds, and was measured at both the
Rayleigh and Mie receiver. The ground return was weak, but was detected, actually the Mie signal
shape was observable.

Summary

It was demonstrated, that the atmospheric backscatter intensities for both the Rayleigh and Mie
receiver are lower than from simulations by afactor smaller than 16 up to altitudes of 8 km, which
can be attributed to the alignment of the prototype. Due to the unknown laser properties, as energy
and frequency fluctuations, the wind speed was not determined, but the backscatter signal of the
surface of a building demonstrates the wind accuracy of the instrument and leads to a minimum
random error of 0.59 m/s. Clouds were detected from ground and from airborne measurements,
and the ground return was detected from airborne measurements, which were identified by an
increased Mie backscatter signal.
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6 Summary and conclusion

In the framework of the ADM programme, an instrumental prototype was designed, consisting of
two receivers. one to detect aerosol (Mie) backscatter, and one to detect molecular (Rayleigh)
backscatter, and the Doppler shift is determined from these two measurements. The Rayleigh
receiver is a radiometric detector, whereby the Doppler shift is determined from a change in
intensity, and employs the principle of the double-edge method in a new implementation of the
Fabry-Perot interferometer, called the sequential technique. The Mie receiver consists of a Fizeau
interferometer, which has never been used for atmospheric wind measurements before, and the
Doppler shift is determined from the spatial location of the Mie signa at the detector by
employing the fringe imaging technique.

The most important objective of this thesis was the potential to apply advanced signal processing
algorithms with regard to the different modelled signals provided by the simulator. Because of the
new design of the Mie receiver, and the low wind speed resolution of 18.3 m/s per pixel, various
algorithms had to be developed, analysed, and evaluated. The results of a Gauss correlation, a
maximum likelihood method, and the downhill simplex algorithm were demonstrated to perform
adequately in respect to signals without any noise. The residual LOS wind speed bias was below
0.15 m/s, and the random error was smaller than 0.15 m/sin respect to the algorithmsfor the case,
the signal intensity is about 2 times stronger than the noise. The impact of the number of pixelson
the wind speed estimate of the Mie receiver ACCD was analysed and it was shown that increasing
the number of pixels at the ACCD from 16 to 20, the error is reduced by afactor of 5.

Mie backscatter leads to a systematic error on the Rayleigh receiver due to differences in the
spectral width of the signals, and the impact of Mie backscatter was analysed by simulations. A
new method was presented to obtain the wind speed estimate from a new receiver response
function, which is modelled by the signal information of the Mie receiver and takes the Mie
backscatter into account. The error from Mie contamination at the Rayleigh receiver with a
backscatter ratio of 1.56 is reduced by afactor of 10.

In the scope of thiswork, a ssmulator was developed to estimate the performance of the prototype
for different atmospheric conditions and different instrumental parameters. The smulated LOS
wind speed random error of the airborne instrument, at a flight altitude of 10 km and a laser
energy larger than 10 mJ, was below 0.5 m/sfor both the Mie and Rayleigh receiver. The ground
system LOS wind speed random error of the Rayleigh receiver was below 1 m/s (2-10 km
atitude) and 0.2 m/s for the Mie receiver (0-2 km atitude).

The first results of measurements from ground and aircraft were presented and analysed by
simulations. Both the calibration and the atmospheric measurements were analysed and evaluated.
Due to the laser frequency and energy instability, wind was not quantified but the wind speed
measurement accuracy was determined by the measured backscatter signal of the surface of a
building. This system configuration is the first to be considered worldwide, as well as this being
the first time adirect detection Doppler wind lidar has been deployed on aircraft.

The measurements resulting from the Rayleigh internal calibration were in good agreement to the
simulated data. The linearity error of the measurements agrees with the simulations in amplitude
and shape, but the response function differsin sensitivity, yielding a sensitivity of 0.0398 %/MHz
from measurement and 0.057 %/MHz from simulations. It was shown that this discrepancy results
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from the simulated filter curves which have a Lorentzian profile, and appear to be steeper for
lower transmissions near the cross point, than the filter curves of the measurements. The
measurements resulting from the Rayleigh atmospheric calibration demonstrate an evident
decrease in sensitivity caused by Mie backscatter and lower signal, which was then confirmed by
simulations.

The measurements of the Mieinternal calibration correspond well with the simulations. The mean
measured sensitivity was 99.98 MHz/pixel, whilst the simulations yielded a sensitivity of
103.4 MHz/pixel. The linearity error of the measurements showed an asymmetric shape
compared to the symmetric shape of the ssimulations, both calculated with the Gauss correlation
algorithm.

Atmospheric measurements from the ground were consistent with simulations with respect to the
intensities at the detector for near-field measurements assuming a higher laser divergence than
specified. For higher atitudes (> 1 km), differences in intensity between simulations and
measurements by a factor of 10 arise from lower measured signals from both the Rayleigh and
Mie receiver. This can be attributed to higher laser divergence, the alignment of the optical path,
and the inadequate knowledge of the atmospheric parameters, hence incorrect simulation input
parameters.

A test on ground was performed, where the backscatter signal from the surface of a building was
used to align the instrument, to control the integration times, and to assess the random error of the
Mie receiver. The building was at a distance of 1134 m, and as expected, the increased Mie
backscatter signal of the wall was detected in the corresponding range bin. The random error was
determined by a shift of the signal at the Mie receiver with respect to the internal reference. The
random error was 1.18 m/s (50 laser pulses accumulation) and 0.79 m/s (700 laser pulses
accumulation).

Increased signal intensities at the Rayleigh and Mie receiver were shown in the case of clouds,
and the increased attenuation above clouds was demonstrated. It was shown that the Rayleigh
signal can be detected from the ground up to altitudes of 10 kmin clear air.

The very first airborne measurements were presented and discussed. Signals down to ground,
backscatter from clouds, and signals of the Earth's surface were detected by the instrument at
8.2 km flight altitude.

In conclusion, the end-to-end simulator is atool for estimating the performance of the prototype,
to examine in detail the impact of different instrumental and atmospheric parameters, and to
develop and analyse the signal processing algorithms. The extensive development of the
algorithms in advance has been shown to provide significant benefits during the first
measurements with the prototype. Both the signal processing algorithms and the simulations were
crucial to process, analyse, and evaluate the measured signals.

As a next step, the prototype will be tested during a ground campaign at the meteorological
observatory of the German Weather Service in Lindenberg. The reference instruments for
comparison will be a2 pum heterodyne Doppler lidar from DLR and awind-profiler radar from the
German Weather Service. The prototype and the 2 um Doppler lidar will be integrated in the
Falcon aircraft for further flight campaigns. The measurement results will be used to validate the
signal processing agorithms and to develop quality control schemes necessary for the
space-borne lidar data.
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A Interferometer

A.1 Fabry-Perot interferometer

Fabry-Perot interferometers are based on thin quartz plates (etalons) coated with high reflectivity
layers, and they act as spectral filters. Depending on wavelength the incident light at the etalon
surface is transmitted through the filter either with constructive interference, or reduced in
magnitude by destructive interference and reflection (Born and Wolf 1972 p. 128, Naumann and
Schroder 1992 p. 258). The Fabry-Perot interferometer consists of two parallel etalons, where
multiple reflection occur between the plates, which cause the light to interfere. Commonly
Fabry-Perot interferometers are used in spectroscopy and for laser resonators. The Fabry-Perot
interferometer etalons and the optical path areillustrated in Fig. A.1.
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Fig. A.1 A schematic view of the Fabry-Perot interferometer etalons and the optical path.

Theincident light (1) travelling from the left to right is transmitted (A) by thefirst etalon (E1) and
reflected and transmitted by the second etalon (E2). Both etalons have a high reflection coating at
the inner side. The light is reflected back and forth between both parallel surfaces. The reflected
light (B) back to E1 is superposed with the incident light (2) and is transmitted forward the second
etalon (C).

The optical path difference caused by the way B induces a phase difference y to the incident light
(2) which isgiven by:

2nd
vo= == 271 - Cos® (A1)

where n is the refractive index of the medium between the etalons, d is the separation of the
etalons, A the wavelength of the incident light, and ® is the angle of the incident beam. The light
interfere by superposition for constructive or destructive interference. The transmitted light of the
interferometer has maximum intensity for a phase shift of 2kr, where k is an integer. For the case,
the path length difference is a multiple number of the wavelength, the transmission T is maximal:

k-X = 2nd- cos® (A.2)
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Fig. A.2 illustrates the arrangement of a Fabry-Perot interferometer. Light from a monochromatic
light source is transmitted through lens one (L1) to parallelise the rays of light. The light passing
the Fabry-Perot interferometer is reflected and transmitted depending on wavelength. Lens two
(L2) collimates the light to generate a sharp image at the image plane. The intensity maxima
(fringes) at the image plane arise from constructive interference. They (enclosing P2) are
generated by inclined incident light with an angle ®. The fringe of the first order (P1) is produced
by perpendicular incident light. For the incident wavelength A there is constructive interference at
P1 and P2 depending on the angle of incidence.

Fahry Perot Image

Lens interferometer Lens plane P2
Monochromatic |4 L?
light source
A [\ =
- :
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d/

Fig. A.2 Anillustration of a basic Fabry-Perot interferometer arrangement. Monochromatic
light coming from the left is parallelised by lens L1, transmitted through the Fabry-Perot and then
collimated by lens L2 to image clear and sharp fringes at the detector. The spacing of the platesd
and the angle of incident light ® are indicated.
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The fringe pattern consists of circular bright rings (Born and Wolf 1972 p. 121), where the
intensity distribution of each fringe depends on the phase shift. The transmission depending on v
(EQ. A.1) can be expressed by the Airy function and may be written as (Koechner 1976 p. 205):

e[S (g T

where R is the reflectivity of each the inner coatings of the etalon surfaces. The intensities at the
detector are the result of the incident light and the transmission curves of the interferometer as
illustrated in Fig. A.3. The transmission curves depend on the reflection of the etalons inner
surface coating.
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Fig. A.3 Thetransmission curves of an interferometer depending on phase shift y and referring
to different reflection coefficients (10 %, 50 %, and 90 %) of the etalons. The free spectral range
FWR and the full-width half-maximum FWHM of the transmission curves are indicated.
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Higher reflection (R=90 %) leads to a smaler full-width half-maximum (FWHM) of the
transmission curves and results in narrow but intensive fringes at the detector. The spacing of the
transmission maxima is called free spectral range (FSR) and depends on the wavelength A and
incidence angle. The wavelength difference between two fringes (ALggr) may be described as
(Koechner 1976 p. 206):

7\‘2

Ahpsp = 2nd - cos®

(A.4)

Assuming a Lorentzian transmission curve profile, the FWHM (AAgpwym) Of the Lorentzian
shaped fringe and the FSR determine the reflectivity Finesse Fg (Koechner 1976 p. 205):

Ahesg

= A5
ArpwHm (A-5)

The reflectivity Finesse is a measure of the sharpness of the fringes of a Fabry-Perot
interferometer, and may be approximated by:

R
FR:ﬁ:g (A.6)

leading to the resolvability of a Fabry Perot interferometer (Naumann and Schroder 1992 p.259):

A _ 2nd = R

Common interferometers are characterized by reflection coefficients of about 90 % and provide
sharp and intense fringes at the detector.
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From EQ. A.2 the factor cos® may be expanded with a series resulting in: cos® =1- (©2/2) in
case of small incident angles. The radius x, of each fringe of order k is defined by: ® =x/f,
where f isthe focal length of lens L2. Thus x, may be determined from:

0= 2 (1K (#9

A.2 Fizeau interferometer

The difference from a Fizeau to the Fabry-Perot interferometer are the two thin quartz plates
where the spacing is not constant (wedge shaped). The Fizeau interferometer produces almost
linear narrow interference fringes. The Fizeau transmission curves are shown in Fig. A.4. Each
curve is related to a definite spatial location of the incident beam of light at the Fizeau wedge.
Accordingly, there is an infinite number of transmission curves in respect to all kinds of possible
locations of incoming rays. The Fizeau interferometer is used for the Mie receiver. The
wavelength difference between consecutive transmission maxima is defined as the free spectral
range (FSR, see EQ. A.4). The useful spectral range (USR) is determined by the wind speed
measurement requirement.
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Fig. A.4 Fizeau transmission curvesin respect to the spatial locations of the incident light at the
Fizeau. The free spectral range FSR, the useful spectral range USR, and the full-width
half-maximum FWHM are indicated.

The location of the fringe indicates the wavelength of the incident light. The distance of the
fringes at the detector depending on the angle of incidence ® is determined by:
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A

2 tana /n° —(sSn®)? (A.9)

where a is the wedge angle (angle between both etalons) and n the refractive index of the wedge.
The optical gap between the plates and the reflectivity are selected to provide the desired
resolution.

Ahpsg =

Some investigation were done to validate the fringe pattern (Kinosita 1953, Reichimaier 1985,
Meyer 1981) where asymmetric fringes were examined in dependence on the incident angle. An
asymmetric fringe isimaged at the detector for increased wedge angles and inclined incidence of
light. The symmetry of the Fizeau pattern was examined by Vaughan (2000 p. 462) and a good
agreement for the computed and observed pattern was shown. Dolfi-Bouteyre and Garnier (2002)
demonstrated fringe patterns for different angles of incidence and demonstrated symmetric fringes
for the case of the ALADIN prototype where the angle of incidence may be assumed to be zero
(Fig. A.7). The following equation is used to determine the shape of the fringes in respect to the
angle of incidence, the reflectivity R, and the wedge angle a (Dolfi-Bouteyre and Garnier 2002):

2

lo(k ®) = (1-A-R)*- (A.10)

Z“’ R ej((Pn—(Po)
0

where n is an integer, A is the absorption, and k and ® are considered in the phase shift which is
determined by:

_ 2nk .
where nisan integer. The parameter k is determined by 2e/A+Ak, where e is the mean thickness of
the air gap between the plates and Ak is the iteration step of the calculation. The impact of the
angle of incidence is illustrated in the next figure for a reflectivity of R=0.88, n < [0, 50],
Ak=0.01, amean thickness of e=68.5 mm, and awedge angle of 5 prad (EADS-Astrium 2004):

0.5- — 1- —
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& 03- % 6=
: :
§ 0.2- 5 0.4-
= =
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2.0 2.5 3.0 35 21 75 31 35
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Fig. A.5 Fizeau transfer function for angles of incidence of 50 mrad (left) and O mrad (right) in
respect to the iteration steps Ak.
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For small angles of incidence, the fringe is symmetric (right). For larger angels the fringe is
asymmetric, broadened, low in maximum transmission, and oscillations are displayed (I eft).

Fig. A.6 presentsthe impact of the reflectivity of the etalon plates for awedge angle of 5 prad and
perpendicular incident light:
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Fig. A.6  Fizeau transfer function due to reflectivity values of 98 % (left) and 88 % (right) of
the etalon plates in respect to the iteration steps Ak.

For a smaller reflectivity of 88 % (ALADIN prototype parameter, right figure), the function is
broader than for an increased reflectivity of 98 % (left figure).

Fig. A.7 demonstrates the impact of different wedge angles for a reflectivity of 0.88 and
perpendicular incident light.
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Fig. A.7  Transfer functions of the Fizeau interferometer due to different wedge angles in
respect to the iteration steps Ak. The transmission curves in respect to a wedge angel of 150 prad
(@), of 50 prad (b) and 5 prad (c).

Fig. A.7(c) shows ALADIN prototype characteristics where the wedge angle is 5 prad and the
function may assumed to be symmetric. The figures left present a broadened function and
oscillations for a wedge angel of 50 prad (b) and 150 prad (a). For the ALADIN prototype
parameters the Fizeau filter function may assumed to be symmetric.
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B ADM-Aeolus

The Atmospheric Dynamics Mission ADM-Aeolus by ESA will be the first mission worldwide to
provide global observations of wind profiles by applying a Doppler wind lidar on a polar-orbiting
satellite. The measurement range altitude is from ground up to 30 km. The wind measurement
range for line-of-sight (LOS) wind speed is +/-100 m/s and the duration of the mission will be 3
years. The vertical resolution and accuracy for LOS and HLOS (horizontal LOS) is shown in
Table B.1 (ESA 1999).

Table B.1 ADM Aeolus mission requirements: vertical resolution and L OSwind speed

accur acy
Altitude vertical resolution| LOSaccuracy | HLOS accuracy
0-2km 0.5 km 0.6 m/s 1m/s
2-16km 1.0km 1.2m/s 2m/s
16 - 27 km 2.0 km 1.7m/s 3m/s

The satellite instrument will be injected into polar orbit at an altitude of 400 km for a satellite
ground speed of 7700 m/s. The laser emits pulses at a repetition rate of 100 Hz in the burst mode.
During the burst mode the device transmits pulses for 7 seconds followed by a phase of inactivity
of 21 seconds. This mode was selected for the satellite system because of low energy demand.
There are 700 laser pulses accumulated at the detector during one observation (Fig. B.1).

" Direction to sun
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Fig. B.1  ADM-Aeolus satellite: geometry and resolution. The horizontal LOS (HLOS) is
measured with 35° off nadir. The burst mode provides one observation over 50 km for every
200 km (Figure: ESA 1999).
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The prototype was built to validate the ALADIN measurement concept in realistic atmospheric
conditions by providing wind measurements from ground and aircraft during campaigns planned
in 2006. For this purpose any differences of the satellite and the prototype have to be considered.

The satellite uses a dant angle 35° off nadir (Section B), which was chosen to optimise the
accuracy of the instrument. The aircraft system slant angel (20° off nadir) is constrained by the
diameter of the aircraft window, the laser beam extraction, and telescope diameter. The
measurements form the ALADIN prototype during ground campaign in Lindenberg will be
compared to a wind profiler in Lindenberg, which provides measurements 15° off zenith. To
achieve comparable data, the ground system also measures at a slant angle 15° off nadir.

The vertical resolution depends on the slant angle and the integration time of ACCD. The airborne
system, with a range resolution of 315 m along the LOS due to the 2.1 ps integration time, and a
slant angle of 20°, achieves a vertical resolution of 296 m.

The parameters of the lidar system ALADIN on the satellite platform differs from those used in
the prototype in the airborne and the ground system (Table B.2, ESA 1999, Reitebuch 2004).

Table B.2 Satellite and airborne and ground system parameters

Satellite Airborne, ground
Transmitter type Diode pumped Nd:YAG
Emission wavelength 355 nm
Repetition rate 100 Hz 50 Hz
Pulse energy 150 mJ 70mJ
Laser linewidth (FWHM) <50 MHz
Operation mode Pulsed in burst mode Steady pulsed
Laser frequency stability (standard | 4 MHz over 7 sec. 4 MHz over 7 sec.
deviation)
Telescope diameter 15m 0.2m
Slant angle 35° 20° (airborne)
15° (ground)
M easurement range 20-30km Aircraft flight altitude 10 km
Ground: up to 30 km
Instrument altitude 400 km Aircraft: 10 km
Ground: 0 km
Accumulated laser pulsesfor one 700 700
observation
Vertical resolution (minimum) 250 m 296 m
Horizontal resolution 50 km 3km
Platform speed (typical) 7600 m/s 200 m/s
Laser divergence (urad) 10 prad 70 prad
Receiver field of view 15 prad 100 prad

The field of view determines the angle where a backscatter signal is received and is limited by the
field stop of the telescope (Born and Wolf 1972 p. 83). The smaller the FOV the less background
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light which is collected. This is an important consideration for the satellite, because of the low
backscatter signal at 400 km altitude. Consequently the telescope diameter is larger for the
satellite system to catch more backscatter light and a higher laser energy is needed to reduce the
noise. The horizontal resolution results from the repetition rate and the number of accumulated
laser pulses. The concept was designed to produce wind measurements by accumulation of 700
laser pulses. This is equivalent to the time resolution for ground-based measurements of 14 s,
which have a pulse repetition rate of 50 Hz, and a horizontal resolution for airborne measurements
of about 3 km, assuming an aircraft ground speed of 220 m/s. The measurement range of the
ground system islimited by the detectors capability to store datafor 25 range bins. The horizontal
resolution of the satellite system is one observation over 50 km each 200 km. The major
differences between the prototype and the satellite are the vertical and horizontal resolution, the
overlap and obscuration of the telescope, and the different backscatter intensities in respect to the
laser parameters and the measurement range. Furthermore the footprint of the satellite (24 m)
differs to the footprint of the aircraft system (20 m) caused by different divergence angles of the
laser. The instrumental settings, such as the filter parameter and the front optics also differ. The
front optics of the prototype allows near-field measurements, which is not necessary for the
satellite. Both the satellite and the prototype use a coaxial ! receiving configuration, but they differ
in the way of the laser beam transmission. The receiving configuration in the telescope for the
satellite is a transceiver system. In the prototype, there is one axis, but separate optics, for
transmitted and received light (Fig. B.2d). For cases requiring compactness or scanning ability, a
coaxial telescope transceiver configuration is needed (Fig.B.2b). Within a transceiver
configuration the telescope is used for the transmitted and received light. In a coaxial system the
telescopeisonly used for collection of the backscatter light and this configuration is applied in the
ALADIN prototype. The laser beam of the prototype is directed via abeamsplitter onto the optical
axis of the system.

(a) Prototype (b) Satellite
Mirror 1 Mirror |
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= . splitter =
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= D < Laser- Mirror 2 2
= 3 2 beam =
N _ w = =
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'
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Fig. B.2 The laser beam transmission in the coaxial telescope of the prototype (a) and the
transceiver system of the satellite (b).

1. Contrary to coaxial systemswhere the transmitted and received light use the same optical axis, biaxia systems have different
optical axis for the transmitter and receiver.
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The number of backscatter photons of the aircraft (flight atitude 10 km), the satellite (flight
altitude 400 km), and the ground configuration is shown in Fig. B.3. The results arise from one

laser pulse for atmospheric layers of athickness of 15 m.
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Fig. B.3 The number of backscattered Mie and Rayleigh photons collected by the telescope
referring to the aircraft at 10 km flight altitude (Ieft), the satellite at 400 km altitude (middle), and
ground system (right), depending on altitude (median aerosol model, 700 shots accumulated,
parameters Table B.2 and Table 3.3).

For both the airborne systems and the ground system, the Mie backscatter is mostly affected by
the aerosol gradient of the boundary layer which leads to an increased Mie signal near ground.
The Rayleigh backscatter signal of the aircraft and the ground system increases towards the
instrument and decreases for increasing distance. This arise from the 1/R? dependence of the
backscatter photons. In contrast, the Rayleigh backscatter at the satellite is nearly constant for
2-8 km and decreases near ground due to aerosol extinction.
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Symbols
Symbol Name Units
A Absorption
A(y) Airy function (phase difference v)
Ari(V) Rayleigh intensity measured in channel A electrons
Ay Collecting area of the telescope (optical aperture) m2
Ay/r? Acceptance solid angle rad
Ari(A) Rayleigh intensity in channel A, scaled to laser energy electrons
dco Detection chain offset per measurement electrons
E_ Energy of the laser pulse mJ
F Finesse
F Focal point
fo Fregquency of the transmitted laser pulse Hz
[ Pixel index
I Intensity
" big Measured background light electrons
lo Incident light
N Intensity on Rayleigh channel A
Ig Intensity on Rayleigh channel B
lokg Background light in respect to corresponding integration time | electrons
I Intensities at the Mie receiver from internal signal during electrons
measurement
It Transmitted intensities electrons
k Lidar ratio (aerosol extinction-to-backscatter ratio) s
k()) Instrumental constant depending on wavelength A
MRR Mie-to-Rayleigh-ratio
n refractive index
Nikg Number of background photons
Ne Number of electrons
Ne mie Number of electrons at the Mie ACCD
Ne mie Number of electrons at the Mie ACCD
NEi, Number of photons transmitted at the Fizeau
NEiz ref Number of photons reflected at the Fizeau
Nep A Number of photons transmitted through the Fabry-Perot
interferometer channel A
Nep B Number of photons transmitted through the Fabry-Perot

interferometer channel B
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Symbol Name Units
N Number of electrons at pixel index i
Nmol Number of molecules per volume m3
Nnoise Noise of the ACCD electrons
Noh Number of photons
Ng Number of all signal electrons at the ACCD
P Pressure Pa
r Range to target m
R Reflection
" MA Mie response value from atmospheric signal during pixel
measurement
M. Mie response value from internal reference signal during pixel
measurement
I'RA Rayleigh response value from atmospheric signal during
measurement
'RA Rayleigh response value from atmospheric signal during
measurement
I'Ri Rayleigh response value from internal reference signal during
measurement
Rg Backscatter ratio
'MA Corrected Mie response value from atmospheric signal during pixel
measurement
Rvi.c Mie receiver internal response curve during calibration pixel/pm
M| Corrected Mie response value from internal reference signal pixel
during measurement
'RA Corrected Rayleigh response value from atmospheric signal
during measurement
RrAC Rayleigh receiver atmospheric response curve during m1
calibration
Rrc Rayleigh receiver internal response curve during calibration pm1
Rrc Rayleigh receiver internal response curve during calibration m1
IR Corrected Rayleigh response value from internal reference
signal during measurement mode
T Temperature K
Ta Mol transmission for aerosols and molecules of the atmosphere
Tei, (V) Transmission of Fizeau depending on wavelength
To A Filter peak transmission of the Fabry-Perot interferometer at
- channel A
ToB Filter peak transmission of the Fabry-Perot interferometer at
B channel B
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Symbol Name Units
ToF Fizeau interferometer filter peak transmission
Vios line-of-sight wind speed m/s
Z altitude of the instrument m
z altitude m
A altitude of the target m
Greek symbols:
Symbol Name Units
Meft Detector quantum efficiency
a Angle of incident light rad
ola, Aol Extinction coefficient (aerosol, molecular) cemL
oM A Slope of the Mie receiver atmospheric response during pixels/pm
calibration
oam.C Slope of the Mierecelver internal response during calibration | pixels/pm
B Backscatter coefficient cmlgl
Ba Aerosol backscatter coefficient cmlgl
BMol Molecular backscatter coefficient cmlgl
BrAC Rayleigh receiver dope of the atmospheric calibration Hz 1
response function
Brc Rayleigh receiver slope of the internal calibration response Hz 1
function
Afp Doppler-shifted frequency Hz
Aherr Linearity error of the Mie receiver internal response during pm
calibration
Ahgr rac  |Linearity error of the Rayleigh receiver atmospheric response pm
during calibration mode
Ahgrr RC Linearity error of the Rayleigh receiver internal response pm
during calibration mode
AMER Free spectral range of afilter curve pm
AMEWHM FWHM of a Gaussian or Lorentzian distribution pm
ANFWHM_R FWHM of the Rayleigh spectrum pm
AM_ FWHM FWHM of the laser spectrum pm
AV Intercept of the Mie receiver internal response during pm
calibration mode
Ahoff AC Intercept of the Rayleigh receiver atmospheric response
during calibration mode
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Symbol Name Units
Ahofi C Intercept of the Rayleigh receiver internal response during
calibration mode
Ahpix Width of one pixel pm
Axspac Filter spacing between A and B pm
Axspac_A Filter spacing of filter A pm
N‘spac_B Filter spacing of filter B pm
AAMyUSR Useful spectral range of afilter curve pm
AR Range of measurement m
ARnin Minimal range of the measurement pm
€ Wedge angle rad
@ Phase shift rad
AL Wavelength of the laser m
oM Standard deviation of Mie spectrum pm
O Mol Rayleigh backscattering cross section m2/sr
oN Standard deviation of photon distribution pm
OR Standard deviation of the Rayleigh spectrum pm
7L Physical length of the laser pulse nm
R Receive optics transmission
T Transmit optics transmission
\V Optical separation of the Fabry-Perot interferometer plates cm
Constants
Avogadro constant N, = 6.023x10%3 mol!
Boltzmann constant k = 1.38x10°23 JIK
Loschmidt’s number (T =23 °/p = 1013 atm) N, = 2.479x10%° m3
Mean molecular air mass Mgy = 2.9x10°2 kg/mol
Planck’s constant h = 6.625x10°34 Js
Velocity of light c = 2.9979x108 m/s
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Abbrevations

3DWL Direct Detection DWL

ACCD Accumulation CCD

ADM Atmospheric Dynamics Mission

AFG Air Force Geophysics Laboratory

ALADIN Atmospheric LAser Doppler lidar INstrument

AProS ALADIN PROtotype Simulator

Calipso Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation
CCD Charge Coupled Devices

CLARE’98 Cloud Lidar And Radar Experiment 1998

DWD Deutscher Wetterdienst

DWL Doppler Wind Lidar

EARLINET The European Aerosol Research Lldar NETwork
ECMWF European Centre for Medium-Range Weather Forecasts
ESA European Space Agency

FSR Free spectral range

FWHM Full-width half-maximum

GLAS Geoscience Laser Altimeter Satellite

Laser Light Amplification by Stimulated Emission of Radiation
Lidar LIght Detection And Ranging

LIPAS Lidar Performance Analysis Simulator

LITE Lidar In-space Technology Experiment

LOS Line-Of-Sight

MOLA Mars Orbiter Laser Altimeter

Nd:YAG Neodymium-doped Y ttrium Aluminium Garnet

Radar Radio Detection and Ranging

RMA Reference Model Atmosphere

Sodar Sound Detection and Ranging

USR Useful Spectral Range
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