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Vollständiger Abdruck der von der Fakultät für Maschinenwesen
der Technischen Universität München

zur Erlangung des akademischen Grades eines
DOKTOR – INGENIEURS
genehmigten Dissertation.

Vorsitzender: Univ.-Prof. Dr.-Ing. Hartmut Spliethoff
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Arbeit und die freundliche Übernahme des Co-Referats. Herrn Profes-
sor Dr.-Ing. Hartmut Spliethoff gilt mein Dank für die Abwicklung des

Promotionsprozesses und den Vorsitz in der Prüfung.
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1

1 Introduction

1.1 Background

Since the commissioning of the first industrial gas turbine manufac-

tured by Brown, Boveri & Cie for the electric grid of the city of
Neuchâtel, Switzerland in 1939, gas turbine power plants have ex-
perienced an extensive technological development and are today well

known for delivering clean and efficient energy. In the last decades of
the past century, ever more stringent environmental regulations linked

to a rising public awareness led to the development of low emission
gas turbine combustors. Especially oxides of nitrogen NOx are of

special interest, since they are - together with sulphur oxides SOx -
responsible for the formation of acid rain.

The formation of NOx is controlled mainly by the flame temperature,
a fact that has a large impact on conventional non-premixed1 com-

bustion systems, where mixing and reaction processes are running in
parallel. Since the combustion stabilises locally at regions with a sto-

ichiometric mixture and thus the highest possible flame temperature,
even globally lean mixtures as usually encountered in gas turbine en-
gines are not effective in substantially bringing down the NOx level.

Strategies for the reduction of nitrogen oxides include the injection of
water along with the fuel into the combustor to make use of the ther-

mal ballast of the former - the wet combustion concept, and sequential
combustion in a rich zone followed by quick quenching and burnout in

a lean zone - the RQL concept [Cor92]. However, the strategy with the
highest potential that has also prevailed in the industrial gas turbine

market is lean premixed or LP2 combustion. Here, the mixing process
is separated from combustion by the introduction of a mixing section

upstream of the combustion chamber. In the ideal case, a homoge-
neous, lean mélange enters the combustor and burns at a constantly

1 Non-premixed flames are often called “diffusion” flames. This expression is not precise though,
since diffusion processes are of importance also for premixed flames.

2 If liquid fuels are concerned, also atomisation and evaporation processes are involved and the
name is extended to LPP - lean premixed and prevaporised. Another terminology for the same
concept is DLN - dry low-NOx combustion.
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low flame temperature. Due to the exponential dependence of NO
formation on the flame temperature, the NOx reduction potential at

gas turbine typical conditions amounts to two orders of magnitude,
diminishing the NOx concentration from several hundred ppm down

to single digit ppm numbers.

As a consequence of the development of LP combustors, also the cool-

ing concept of the combustion chamber walls has changed. Instead of
using the excess air to film-cool the perforated combustor liner and

bring down the hot gas temperature at the entry into the turbine to
acceptable levels, nearly all the air is now guided through the burner
to increase the thermal ballast for NOx reduction. The lower flame

temperature does now allow a convective cooling of the combustor
walls. For that purpose the air coming from the compressor passes

the outer side of the combustor liner before entering the burner as
sketched in figure 1.1.

Figure 1.1: Sketch of a typical lean premixed annular combustor.

In LP combustion, the remarkable improvement concerning emissions
is accompanied by drawbacks concerning the flame stabilisation - im-

minent dangers of lean blow-off and flame flashback into the burner -
and acoustic oscillations. These oscillations are highly unwanted, since
they may lead to component damage by increased mechanical load and

increased heat transfer. Two effects are of predominant importance
for the stronger susceptibility of LP combustors to pulsations.
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• The acoustically rigid convectively cooled combustor liners in-
stead of the perforated plates with bypass air flow substantially

reduce the acoustic damping of the system and in turn increase
the pulsation amplitude.

• The introduction of the mixing section leads to additional time

delays for mixing and convection through the burner. As will
be described later, these time delays open up new paths for the
feedback loop required to establish a self-excited combustion os-

cillation. Also, the large total time delays of LP systems have a
high tendency to couple with the first acoustic eigenmodes of the

system, which are typically the strongest.

1.2 Combustion Instabilities

Thermoacoustic instabilities are self-sustained oscillations that origi-

nate from a coupling between any kind of heat transfer or heat release
and the acoustics of a technical system. If the heat release is gen-
erated by a flame, the oscillation is called a combustion instability.

The flame reacts to an acoustic perturbation by a fluctuation of the
heat release and thus a fluctuation of the volumetric expansion that

in turn is nothing else but a sound wave. That sound wave propagates
through the combustor, is reflected at the boundaries and propagates

back to the flame, where it again causes an acoustic perturbation.
This feedback is essential and leads - for favourable conditions - to
an amplification of the perturbation for every repetition of the cycle.

Without feedback, the flame acts just as a once-through amplifier of
turbulent noise and coherent vortex structures. The term “favourable

conditions” in the context of a combustion instability denotes two
requirements:

• The phase difference between the heat release and the acoustic
perturbation must be favourable to generate a positive trans-
fer of energy to the oscillation. If this requirement is not ful-

filled, energy is subtracted rather than added and the oscillation
is damped.
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• The energy transfer to the oscillation must be larger than the
losses of acoustic energy associated with the oscillation, otherwise

the damping is stronger and the amplitude can not grow.

For linear systems an amplitude growth - once initiated - is not limited,
since the acoustic losses grow at the same rate as does the oscillation

amplitude, but not faster [Pan04]. A limit cycle can only occur if
some kind of saturation mechanism sets in - that is usually related

to the heat release response of the flame. The limit cycle with a
stable oscillation amplitude is reached as the energy input by the

thermoacoustic cycle is in balance with the acoustic energy losses.

1.2.1 The Rayleigh Criterion

A criterion for the energy transfer to the acoustic oscillation has been
given by Lord Rayleigh [Str78] as early as 1878, based on experiments

of Sondhauss on sound generated when transferring heat to air in glass
tubes [Son50], [FJ68]. He states that the vibration will be encouraged

if the heat is added at the instant of the pressure maximum, or in other
words if the fluctuating pressure p′ and the fluctuating heat release Q̇′

are in phase. Vice versa, the vibration is discouraged, if the heat is
added at the pressure minimum or subtracted at the pressure maxi-
mum - when p′ and Q̇′ are out of phase. More generally, the Rayleigh

criterion can be expressed by integrating over time and volume [PD54]

∫
V

T∫
0

q̇′(t, V ) · p′(t, V ) dt dV > 0 , (1.1)

where T denotes the oscillation period. When the flame extension is

small compared to the acoustic wavelength, the flame can be consid-
ered acoustically compact and p′(t, V ) reduces to p′(t). Note that this
simplification is not generally applicable for the heat release, since

much slower convective processes are dominating the flame response
and it is often observed that parts of the flame oscillate with different



1.2 Combustion Instabilities 5

phase angles. The Rayleigh criterion is then given by

T∫
0

Q̇′(t) · p′(t) dt > 0 , (1.2)

with

Q̇′(t) =

∫
V

q̇′(t, V ) dV . (1.3)

Another perception of this criterion is that of a thermodynamic cycle.
The addition of heat at the pressure maximum initiates a clockwise

cycle and energy is fed into the oscillation. As the phase difference
between p′ and Q̇′ increases from zero, the growth per cycle is reduced.

A balance is reached at 1
2π
(
& 3

2π
)

and the maximum negative growth
at π - representing a counter-clockwise cycle that is absorbing energy.

1.2.2 Feedback Mechanisms

Essential for the formation of a self excited combustion oscillation is
the existence of a feedback mechanism to close the loop. Figure 1.2

gives an overview of the mechanisms that can occur in a combustion
system.

While turbulent noise and naturally occurring flow structures like vor-
tex separation at edges for example can act as trigger to start an in-

stability, they usually do not participate in the feedback cycle. Some
known mechanisms are listed below.

• Velocity perturbation: The “classical” thermoacoustic feed-
back mechanism involves the heat release response of the flame

to a velocity perturbation u′3. The generated sound wave is re-
flected by the downstream boundary condition, travels back and

does again perturb the velocity field at the burner.

3 Pressure perturbations p′ are also involved, but are usually less important [Sch03].
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Figure 1.2: Drivers for thermoacoustic instability.

• Equivalence ratio fluctuation: In the usual case of fuel injec-
tion taking place in the burner, pressure and velocity perturba-

tions at the fuel injector nozzle lead to a fluctuation of the mixture
composition Φ′ or λ′. This perturbation is convected through the

burner and into the flame, where it leads to a modulation of the
heat release both directly via the energy content of the flow and

also via the flame temperature and the burning rate [KEH85],
[LZ98], [RJ98], [CL03]. If liquid fuels are involved, not only the

mixing, but also the processes of atomisation and evaporation
can be affected by the acoustic perturbation [EFH+05].

• Forced coherent flow structures: Acoustic perturbations at
the burner can lead to the formation of flow structures that are

locked to the oscillation frequency and that can affect the heat
release by changing the burning rate or the flame surface area or
both. A typical example is the vortex shedding often observed at

backward facing steps or for bluff-body stabilised flames [SZ85],
[SG92]. Extremely large oscillations amplitudes can occur if the
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acoustic perturbation triggers the transition between meta-stable
flow fields [FCJM05] and/or flame modes [HY04], [FES02b] some-

times observed in connection with swirl burners. For large acous-
tic oscillation amplitudes and depending on the oscillation fre-

quency, ring vortex separation is observed for LP swirl burners
[KB02].

• Entropy waves: Entropy waves s′ are perturbations in the hot
gas temperature generated by the heat release of the flame via
equivalence ratio fluctuations. A feedback mechanism can be

formed if such a perturbation is convected into a choked or nearly-
choked nozzle at the combustor exit, where it is reflected as a

pressure wave. Low oscillation frequencies associated with this
mechanism originate from the rather low convective time delay

from the flame to the combustor exit. [MC77], [PPD01], [Eck04],
[EFHS06].

For the sake of completeness, bypass air injected into the combustor
is also mentioned in figure 1.2. However, this is of interest mainly for

non-premixed and RQL type combustors and not for LP systems.4

1.3 Low Order Modelling

As becomes clear from the above considerations, the reaction of the
flame to perturbations is of paramount importance for the determina-

tion of the stability of a combustion system. To avoid delays and high
costs associated with changes of new combustion systems at a late

development stage, analytical or numerical tools are required that are
able to predict the stability early in the design process. A range of

analytical and numerical modelling approaches has been applied up
to date, from full size, time-resolved combustor LES setups to analy-
tical low order models in the frequency domain - [Pan04] gives a good

4 Also LP combustors are never completely air-tight, but the amount of bypass air is typically
an order of magnitude lower than in non-premixed or RQL systems. Leakages in LP systems
occur for example at the separation joint of the liner segments. Moreover, bypass air can be used
intentionally for additional cooling or the suppression of undesirable flame stabilisation modes or
flame instabilities.



8 1 Introduction

overview. While high effort numerical methods are suitable only for
a limited number of cases and thus applied to investigate special as-

pects, especially the fast and easy to use low order models have found
wide application in industry.

An acoustic low order model reduces the complexity of a system by
splitting it up into a network of simple elements that are amenable

to analytical treatment. Such elements comprise for example sim-
ple 1-dimensional tubular ducts, area changes, junctions/flow dividers

or boundary conditions to terminate the system. The connections
of these elements are formed by the acoustic variables p′ and u′ or,
using an equivalent notation, by the Riemann invariants f and g rep-

resenting the downstream and upstream propagating acoustic waves
[Mun87].

(
p′

u′

)
d

= TMpu

(
p′

u′

)
u

(
f
g

)
d

= TMfg

(
f
g

)
u

(1.4)

TMpu TMfg

pu‘

uu‘

pd‘

ud‘

fd

gd

fu

gu

Figure 1.3: A network element with the transfer matrix in p/u and f/g notation.

Using superpositions, also 2-dimensional geometries as for example
ring structures like annular combustors can be modelled. For com-

bustion systems, the flame is considered an additional element that
is included into the network model. Once all elements are defined,

the stability of a system can be analysed using methods derived from
control theory [SP03a], [SP03b]. An example for a simple acoustic

network model of a combustion system is given in figure 1.4.

Plenum Burner Flame Combustor
Upstream

BC

Downstream

BC

Figure 1.4: An example for a simple low order model.
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Unfortunately, the knowledge on the detailed effects of fluctuations
in the flow and the mixture composition field on the flame is - up

to now - not sufficient to deliver reliable prediction models. For that
reason, experimental methods are often used to characterise the flame

behaviour and to define the flame element to be plugged into a low
order model. Two methods are in use:

• Transfer matrix: The transfer matrix method delivers a di-

rect acoustic description of the flame analog to equation 1.4.
The matrix is determined by recording the acoustic parame-
ters up- and downstream of the flame under external excitation

for a range of frequencies, typically using the multi-microphone
method [MD90], [PPSM99]. Since two independent acoustic

states are necessary, the procedure is performed twice, usually
with the acoustic source connected up- and downstream of the

burner & flame section. Disadvantages of this method are that
especially the acoustic variables in the combustor are difficult to
determine [Fis04] and that the approach gives little direct infor-

mation on the heat release and thus on the reaction of the flame,
which might be of interest to gain a better understanding of the

processes involved.

• Transfer function: The flame transfer function FTF relates
the spatially integrated fluctuating heat release Q̇′ to an acoustic
variable - usually the velocity u′ - at some location upstream of

the flame, both are usually normalised with the mean quantities.

Q̇′

Q̇
= FTF

u′

u
(1.5)

Since only one variable is involved on either side of the flame, this
approach requires only one measurement. The closure from the
heat release to the acoustic variables downstream of the flame is

then provided by model assumptions developed by [Chu52] - the
well known Rankine-Hugoniot relations valid for an acoustically
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compact flame at low Mach numbers [PPD01].

u′d = u′u +

(
Td

Tu
− 1

)
uu

(
Q̇′

Q̇
− p′u
pu

)
(1.6)

p′d = p′u −
(
Td

Tu
− 1

)
ρuu

2
u

(
Q̇′

Q̇
+
u′u
uu

)
(1.7)

These relations consider the flame as a flat sheet in a tube of
constant cross-section, with the main driver for the downstream

fluctuation being the volumetric expansion of the gas captured
by the ratio of temperatures Td/Tu.

Using additional ports in the elements, also variables like equivalence
ratio Φ or entropy s to capture the corresponding mechanisms can be

implemented into the network model [PPD01].

Once the network model has been obtained, its results can be utilised

to find suitable strategies to minimise the pulsation behaviour - either
by passive means like additional dampers, changed geometries and

altered operating parameters or by active instability control, where
an actuator is applied to generate perturbations of the fuel- or the air

flow with a phase angle that counteracts the growth of an instability.

1.4 Goals and Work Overview

The scope of this work comprises the investigation of flame transfer

functions as defined in equation 1.5.

While other parameters like flow velocity, equivalence ratio or swirl

number and their influence on the flame transfer function have been
investigated [Bue92], [LB04], [Fis04], [Kun04], only little information

exists on their pressure-dependence [CSC+03]. For that reason, the
experimental determination of FTFs at varying operating pressures
is of main importance here with the goal of deriving a physical un-

derstanding of the processes involved and scaling rules to capture the
pressure behaviour. A generic burner developed at the Lehrstuhl für
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Thermodynamik, Technische Universität München is applied for these
investigations with the benefits of a known atmospheric behaviour and

a broad database of results already available.

The influence of air excess ratio perturbations λ′ on the flame transfer

function as described in section 1.2.2 has been modelled repeatedly
[RJ98], [LZ98], [CL03], [SBG+04], but also here little data is available

on the experimental side. This lack of data is mostly due to difficulties
of reliably determining the heat release of a flame in the presence of

mixture fraction perturbations5. A second goal of this work is thus to
obtain a better knowledge of this topic by measuring FTFs of a burner
with and without the mixture fraction influence. This investigation is

performed on a different burner capable of operation in both perfectly
and technically premixed mode6.

As the last goal, a model shall be derived that is capable of reproducing
the behaviour of the transfer functions measured on both burners.

That model shall comprise both influences - the pressure dependence
and also the mechanism of the mixture fraction perturbations.

While section 2 gives some theory and information on the modelling
of flame transfer functions, the test rig designed and manufactured to

achieve the goals of this work is presented in section 3. The corre-
sponding measurement techniques are introduced in section 4. Sec-

tion 5 gives the experimental transfer function results obtained for the
generic burner together with some scaling rules. The application of

a second burner gives the opportunity for a comparison of the two
burners and their FTFs in perfectly premixed mode without any mix-
ture fraction perturbations, this is done in section 6. Relating these

data to the transfer functions obtained in technically premixed mode
of section 7 enables to point out the influence of mixture fraction per-

turbations. Finally, the modelling efforts as described in section 8

5 See also section 4.2.3.
6 In the scope of this work, the term “perfectly premixed” or “PP” denotes an operation mode

that generates a perfectly homogeneous fuel/air mixture without any spatial or temporal fluctu-
ations of the mixture fraction. This is usually achieved by locating the fuel injection sufficiently
far upstream of the combustor. In order to minimise the inherent risks of flame flashback and
autoignition, industrial LP systems are usually designed with a rather short mixing section that
does not provide full spatial and temporal homogenisation. Such a setup is called “technically
premixed” or “TP” here.
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split into three parts:

• The determination of a model for the transfer functions of the

generic burner of section 5.

• The application of that model to the results of the second burner

of section 6.

• The development of a procedure to extract the influence of the

mixture fraction perturbations from the transfer functions mea-
sured in PP and TP mode and an extension of the model to

include this influence.

A discussion of the linearity of the transfer functions measured on

the generic burner is presented in appendix A. Appendix D provides
an overview of the terminology used in this work in association with

flame transfer functions.

Some useful extensions of this work giving more information on the

flame structure and on low order modelling efforts can be found in
[FEHS06], [FFS06], [Mor05] and [Föl06]. Especially the latter three

references give some interesting results on the stability of the rig using
the measured flame transfer functions, the calculated frequencies and
stability limits, which match well with the observed behaviour.
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2 Theory of Flame Transfer Functions

In this section, some general aspects and modelling approaches to
capture the flame transfer function behaviour are introduced.

2.1 Overview

As presented in equation 1.5, the flame behaviour is characterised by
a function f relating the fluctuations of a velocity u′ upstream of the

flame to the heat release Q̇′.

Q̇′

Q̇
= f

(
u′

u

)
(2.1)

Since that behaviour usually depends on the oscillation frequency, a

Fourier-transformation can be used to transfer equation 2.1 into the
frequency domain.

Q̇′(ω)

Q̇
= FTF (ω)

(
u′(ω)

u

)
(2.2)

In this relation, Q̇′(ω) and u′(ω) denote the complex perturbations

and FTF (ω) is defined as the (complex) flame transfer function.

Assuming sinusoidal waveforms, the perturbations can be conveniently

expressed by a pointer rotating in the complex plane with a (real)
amplitude denoted by a hat ̂ and a phase angle ϕ.

Q̇′(ω) = ˆ̇Q(ω) eiωt+iϕQ̇(ω)

u′(ω) = û(ω) eiωt+iϕu(ω)
(2.3)

The transfer function is thus given by

FTF (ω) =
ˆ̇Q(ω)

û(ω)

u

Q̇
ei[ϕQ̇(ω)−ϕu(ω)] , (2.4)
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with the amplitude determined by the ratio of the perturbation am-
plitudes and the phase by the difference of the perturbation phases.

F̂ TF (ω) =
ˆ̇Q(ω)

û(ω)

u

Q̇

ϕFTF (ω) = ϕQ̇(ω) − ϕu(ω) (2.5)

The same procedure is usually also applied to measure the transfer

function. The harmonic excitation u′ and the response Q̇′ are deter-
mined at a defined frequency, and the flame transfer function is formed
according to equations 2.5. Note that also other excitation signals can

be used - a step function or a mixture of frequencies for example rep-
resenting an excitation with a larger frequency content. Compared to

the pure tone excitation these signals have the advantage of acceler-
ating the process, while the signal to noise ratio and thus the quality

usually becomes worse.

One fundamental global characteristic of a flame transfer function is a

time delay τ in the heat release response with respect to the excitation.
The flame reacts at a time t to a perturbation in the burner occurring

at a time t− τ .

Q̇′(t)

Q̇
= f

(
u′(t− τ)

u

)
(2.6)

This time delay does usually have a convective character - acoustic
velocity perturbations follow the flow separation at the burner exit

and are convected into the flame with the flow velocity. Substituting
ϕQ̇ = −ωτ into equation 2.5 and defining the phase reference ϕu = 0

gives

ϕFTF (ω) = −2π
τ

T
with ω =

2π

T
. (2.7)

Hence, the constant time delay τ causes a negative gradient in the

FTF phase as the oscillation period T decreases for a rising excita-
tion frequency. Note that the time delay is a global characteristic,
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local deviations from this behaviour induced by other effects can be
quite large, as will be shown in later sections. The most important

consequence of this behaviour is that τ controls the phase of the heat
release - and has thus a major impact on the stability of the combus-

tion system according to Rayleigh’s criterion represented by equation
1.1.

For a perfectly homogeneous fuel-air mixture without spatial and tem-
poral variations, the behaviour in the low frequency limit can be de-

rived from equations 2.5 and 2.7. The flame reacts quasi-steady and
any fluctuation in the mixture flow is translated into an equal fluctu-
ation of the heat release:

ˆ̇Q(ω)

Q̇
=
û(ω)

u
(2.8)

and

lim
ω→0

F̂ TF (ω) = 1 . (2.9)

A similar limit can be obtained for the phase. Since the time delay
between heat release and excitation becomes negligible compared to

the oscillation period T , the transfer function phase vanishes.

lim
ω→0

ϕFTF (ω) = 0 (2.10)

At the other end of the frequency spectrum, the dispersion of the
fluctuations becomes large and the ability of the flame to follow the
perturbations decreases. As a consequence, the FTF amplitude shows

a tendency towards zero.

lim
ω→∞ F̂ TF (ω) = 0 (2.11)

For intermediate frequencies, one or more amplitude peaks > 1 are
often recognised, especially for flames stabilised by a highly swirled

flowfield. That point has been subject to an intensive discussion not
settled yet, with physical explanations ranging from coherent vortex
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shedding over entrainment of diluent gases to dynamic turbulence be-
haviour and vorticity transport [LB03], [SBG+04], [HSP+05]. One

common agreement seeming to arise is that combustion dynamics are
controlled by convective rather than direct acoustic transport of per-

turbations into and within the flame. Also, the dispersion of these
perturbations within premixer and combustor plays an important role
[Sat00].

An experimental determination of the FTF is usually obtained by tak-

ing the luminescence signal of the excited OH (OH*) molecule within
the flame as the measure for heat release, whereas the velocity is
recorded either directly via hot wire anemometry or the acoustic ve-

locity is obtained from multiple microphone measurements. The FTF
is then determined in discrete frequency steps with an external exci-

tation of the system generated by loudspeakers or a siren.

The definition of the flame transfer function as the response of a fluc-

tuating heat release to fluctuating fluid parameters - as well as the
concept of low order modelling of combustion systems - dates back to

the work of Merk in the 1950s [Mer56a], [Mer56b], [Mer57a], [Mer57b],
[Mer58]. Early experimental works on flame transfer functions fo-

cus mainly on simple laboratory type burners and flames [Mer56c],
[Mug80], [GLR+78], but also turbulent jet flames [BG70] and burners
firing industrial boilers [Had71], [Had73] are investigated.

With the advent of LP technology and the corresponding deterioration

of combustion stability, the concepts of stability modelling, including
the measurement of flame transfer functions, received more attention.
Büchner [Bue92], [BHL93] and his successors measured FTFs on LP

swirl burners. They come to the conclusion that the amplitude peak
observed for swirled flames is due to the periodic entrainment of am-

bient gas and a corresponding enhancement of the flame chemilumi-
nescence intensity [BK97] - even for the case of a confined combustion

chamber. All their transfer functions are measured at very high ex-
citation levels of the burner velocity up to u′B ≈ uB, with the result

of saturation effects like periodic ring vortices being generated that
influence both amplitude and phase behaviour. An application of
these transfer functions for the linear analysis required by a low order
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network model is thus questionable, but they might be useful when
investigating the saturation behaviour of the transfer function and the

limit cycle of a self-excited oscillation.

Khanna [Kha01], [KVSB02], measured flame transfer functions on a

swirl stabilised burner and does also find a global amplitude peak and
amplitudes approaching zero for high frequencies. His experiments in-

clude a parameter variation of swirl number, burner flow velocity and
equivalence ratio. These variations lead to an altered global phase

gradient and to changes in magnitude and frequency of the global
amplitude peak. He also investigates the differences obtained in per-
fectly and partially premixed mode, with the latter FTFs showing

a higher variability in the amplitude plot and strong bends in the
phase. Khanna does also apply parametric models to characterise

the behaviour of the measured functions, however without claiming
to capture the underlying physics. Such an approach is useful in the

context of his work on active instability control, where only a formal
description of the flame behaviour is needed to feed the controller.

Fischer [Fis04] investigated a generic swirl burner under perfectly pre-
mixed conditions with a variation of equivalence ratio, flow velocity

and swirl number. The FTFs do generally show the anticipated be-
haviour with amplitude peaks and a global phase decline. Especially
the swirl variation yielded some interesting results. With an increase

of the swirl number, the global amplitude peak exhibits a strong rise
at low frequencies, while the phase shows a substantial deviation from

the global gradient at the same frequency. For a low swirl number
associated with a weakly stabilised flame, a rise of the FTF amplitude

is observed at high excitation frequencies that is in contradiction with
the usual low-pass behaviour. Fischer detected a Strouhal scaling for

the burner velocity - the FTFs plotted over a dimensionless frequency
Sr formed with the excitation frequency f , the burner diameter d and
the burner flow velocity uB

Sr =
f · d
uB

(2.12)

delivered identical amplitude and phase plots for varying burner ve-
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locity. For the variation of equivalence ratio, the above scaling did not
work perfectly though.

Kunze [Kun04], [KHS04] continued the work of Fischer and investi-
gated the same generic burner, but mounted in an annular combustor

instead of a single burner rig. The main difference is found in the high
frequency region, where the amplitude increase for low swirl numbers

already observed in Fischer’s results is more pronounced. An explana-
tion of this behaviour is found in the burner-burner interactions of an

annular combustion chamber, where the same swirl direction of neigh-
boring burners leads to an increased dissipation of angular momentum
and thus to a further reduction of the effective swirl number.

A more general scaling rule than equation 2.12 is given by Lohrmann

[LB04]. He uses the flame length LF defined as the axial distance from
the burner exit to the location of the maximum heat release (OH*-
intensity) instead of the burner diameter as input for his Strouhal

scaling.

Sr =
f · LF

uB
(2.13)

With this definition he is able to scale the phase plots of the preheat-

ing temperature and equivalence ratio variations for his burner. The
influence of operating conditions is reduced to their influence on the

flame length, and a proportional relation between flame length and
global phase gradient τG is assumed.

τG ∝ LF

uB
(2.14)

It can thus be concluded that in order to scale a flame transfer function

with an operating parameter, the dependence of the flame length on
that parameter is the most important information to be acquired.

Besides the experimental determination of the flame response to an
acoustic excitation, the same information can in principle also be ob-

tained from a numerical CFD analysis. Examples for such a proce-
dure are given in [GHK+04], [GP07], [TVP03], [ZDB03] and [SLBF05].
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However, the uncertainties involved and the numerical efforts for such
a procedure are still high. An intermediate approach is the determi-

nation of complex time delay distributions by CFD that can then be
used in FTF time delay models [FPRS01].

While experimental efforts have led to some success in the description
of flame transfer functions, a general modelling approach to capture

the detailed flame dynamics for a broad range of combustion systems
and including the possible feedback mechanisms outlined in section

1.2.2 is not available. However, simplifications are often possible, since
not all mechanisms need to be considered for all applications. An
overview of the modelling approaches applied to date can be found in

[Lie03].

A very basic consideration links the instantaneous heat release of the
flame Q̇7 to the fuel massflow ṁf consumed at that instant

Q̇ = ṁf ·Hu , (2.15)

with Hu being the lower heating value of the fuel. The only require-
ment associated with this relation is a complete chemical conversion

of the fuel to end products of the reaction. Further analysis of that
equation leads to a decomposition of the fuel massflow into a flame
propagation speed S, the associated flame surface area A, the mix-

ture density ρ and the fuel content of the mixture expressed by the
air excess ratio λ8 and the stoichiometry factor KS.

Q̇ = S · A · ρ · 1

λ
· Hu

KS
(2.16)

In the linearised form with small perturbations, equation 2.16 is then

7 Strictly seen, the energy content of the system during reaction is constant (for an adiabatic
system), only a conversion of chemical into thermal energy takes place. The terminology of an
energy flow Q̇ is thus somewhat misleading. However, for technical applications the conception of
heat being transferred into the system is more easy to handle than the conversion of species and
often sufficient.

8 The air excess ratio is the reciprocal value of the equivalence ratio, λ = 1/Φ. Both terms are
used in this work.
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written as

Q̇′

Q̇
=
S ′

S
+
A′

A
+
ρ′

ρ
− λ′

λ
. (2.17)

For flows of low Mach number, the density fluctuation can usually be
neglected [SBG+04].9 If a perfectly homogeneous mixture with λ′ = 0

is considered, equation 2.17 reduces to

Q̇′

Q̇

∣∣∣∣∣
u′

B

=
S ′

S

∣∣∣∣
u′

B

+
A′

A

∣∣∣∣
u′

B

. (2.18)

A heat release perturbation resulting from a modulation of the burner
flow u′B can thus be interpreted as a combination of a fluctuation

of the propagation speed and the associated flame surface area. This
relation is used as a starting point for numerous modelling approaches

aiming at the determination of a flame transfer function. Especially
laminar flames have been investigated extensively, since the laminar

flame propagation speed can be considered independent of velocity
perturbations S ′

L = 0 and the flame response is then solely controlled
by a variation of the surface area A. The response of the surface area

to velocity perturbations can be modelled using a kinematic approach
that captures the modulation of the flame surface propagating into

a jet exiting the burner, an example for such a setup is given in the
illustration of figure 2.1.

For simple geometries, analytical transfer functions can be derived us-
ing this modelling approach. A recent example is the work of Schuller

[SDC03], earlier contributions exist - amongst others - from Ducruix
et al. [DDC00], Dowling [Dow99], Fleifil et al. [FAGG96] and Boyer &

Quinard [BQ90]. These models usually deliver a transfer function that
has the character of a low-pass filter with amplitudes quickly decreas-
ing for a rising frequency. However, Schuller [SDC03] points out that

9 Note that this assumption is based on the nominal impedance of travelling waves relating
pressure and velocity fluctuations p′ = ρcu′. The relation of relative density to velocity fluctuations
is then identical to the Mach number M , as seen from ρ′/ρ

u′/u = 1
κ

p′

u′
u
p = 1

κ ρc
u

ρRT = 1
κ ρc

u
ρ

κ
c2 = M .

This consideration does however not necessarily hold for standing waves, where a large pressure
amplitude and a vanishing velocity is encountered in a velocity node.
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u = f (t)

u = f (t)
SL

SL

A = f (t)

A = f (t)

Figure 2.1: V-Flame kinematic model. Flame front propagating with SL into the
mixture flow. Upper half: without perturbations, lower half: mixture
flow perturbed as a function of time.

for V-type flames - as illustrated in figure 2.1 - also amplitude peaks

with a magnitude > 1 are possible. That peak amplitude is found to
rise with a decreasing half-angle of the flame surface with respect to

the incoming flow - in other words for long, weakly stabilised flames.

An interesting aspect of the kinematic description of the flame surface

is its dependence on the “history” of the perturbation. Since the flame
is anchored at a certain point and the integrity of the flame front must

be maintained, the perturbed flame surface does not only depend on
an instantaneous velocity u(ti), but also on the velocities u(ti−j) at

any time i−j in the past.

When considering turbulent flames, the simplification of a constant

flame speed independent of flow perturbations does no longer hold,
which renders a purely kinematic approach as presented above unfea-

sible. In general, the turbulent flame speed ST is a non-trivial function
of turbulence parameters like the length scale Lt or the turbulent fluc-

tuation velocity uT that usually also change along the flame front. An
analytical treatment with a decomposition into ST and A is thus often
not possible and the combined response

Q̇′

Q̇

∣∣∣∣∣
u′

B

=
(ST · A)′(
ST · A)

∣∣∣∣∣
u′

B

(2.19)

needs to be determined from an experiment or a CFD solution.
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However, for large Damköhler numbers Da� 1 and high turbulent
fluctuation intensities u′T �SL - conditions that are representative for

gas turbine combustion - a proportional rise of ST with uT can be
assumed [Sch95]. Using that relation, Schuermans [SBG+04] proposes

a model that links the heat release response of the flame entirely to
fluctuations of the turbulent burning speed without any flame surface
area perturbation.

Q̇′

Q̇

∣∣∣∣∣
u′

B

=
S ′

T

ST

∣∣∣∣
u′

B

(2.20)

With the second assumption of uT being proportional to the acoustic
velocity perturbation, he is able to link the flame response to the

burner velocity. The flame transfer function is then reduced to a time
delay (distribution) between burner and flame10.

In the following sections, some modelling approaches of interest for gas
turbine combustion and for this work are introduced. A convenient

circumstance is that these models can be superposed - and thus used
as a “toolbox” as required by the specific application.

2.2 Analytical Models

One group of FTF models that is widely used due to its simplicity aims
at mapping the flame behaviour in the form of closed mathematical
relations. Such relations can be derived from the underlying physics

or - for more complex cases - from an interpretation of experimental
results.

A simple example11 for such a model is the characteristic time delay
of a flame transfer function mentioned in equation 2.6, this model

was proposed by Crocco and Cheng [CC56] as early as 1956 as a
result of their research on combustion instabilities in liquid rocket

engines. With the application of this model, the transfer function in
10 See also next section.
11 Most of the examples presented in this section have been adapted from the work of Pankiewitz

[Pan04], who gives a good overview.
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the frequency domain is defined solely by the time delay τ between
heat release and velocity.

FTF (ω) = e−iωτ (2.21)

The constant amplitude of that model is not consistent with the ex-
periment though, where usually a low-pass behaviour is observed that

leads to a diminishing amplitude for high frequencies. Such a be-
haviour is obtained when the time delay is modelled as a distribution

instead of a single value - an assumption that makes sense, since the
flame has a finite extension and any perturbation is subject to dis-

persion processes between burner and flame. Sattelmayer [Sat00] for
example derives the following relation for a rectangular probability
distribution ∆τ around the time delay τ .12

FTF (ω) = e−iωτ e
iω∆τ − e−iω∆τ

2 ∆τ iω
(2.22)

A similar expression is used by Polifke [PKS01] for a Gaussian time
delay probability distribution with a standard deviation σ.

FTF (ω) = e−iωτ− 1
2ω2σ2

(2.23)

Figure 2.2 shows a Bode diagram of these two models with the same
time delay τ and ∆τ = σ together with the pure time delay of equation

2.21.

If the higher order dynamic behaviour of a flame shall be modelled,

also the time-derivatives of the influence parameters need to be taken
into account. In the time domain, this results in a differential instead

of an algebraic equation. An example thereof is a function given by
Bloxsidge [BDL88] that is derived from the experimental observations

of Langhorne in an aeroengine afterburner application [Lan88].

1

ω0

1

Q̇

dQ̇′(t)
dt

+
Q̇′(t)

Q̇
=
u′(t− τ)

u
(2.24)

12 In [Sat00], also a more general expression for a trapezoidal probability distribution is derived.
Equation 2.22 does thus represent a simplification.
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Figure 2.2: Examples for time delay distribution models as of equations 2.22 and
2.23 compared to the pure time delay of equation 2.21. Parameters: τ
= 1 ms, ∆τ = 1 ms.

This equation represents an extension of the simple time delay, where

also the rate of change of the heat release is considered. Since the
Fourier transform of a time derivative d/dt gives iω in the frequency
domain, the transfer function extracted from equation 2.24 is repre-

sented by

FTF (ω) = e−iωτ 1

1 +
iω

ω0

. (2.25)

In the low frequency limit this relation approaches the simple time
delay model of equation 2.21, whereas above the limit frequency ω0 the
second term in the denominator becomes dominant and the amplitude

is reduced with rising frequency. The behaviour of the second term is
well known from control theory as a low-pass filter of first order.
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Of the equations presented up to now, none is able to reproduce an
amplitude peak with a magnitude > 1 as observed in the experimental

FTFs. To achieve that, an extension of the order of the polynomial
in ω to at least 2 is required.

FTF (ω) = e−iωτ 1

1 +
iω

ω0,1
+

(
iω

ω0,2

)2 . (2.26)

Analog to equation 2.24, the term with (iω)2 does now represent the

second time derivative of the heat release fluctuation. A comparison
of the first and second order models according to equations 2.25 and

2.26 against the pure time delay is given in figure 2.3.

A model of the latter type was utilised for example by Lenz [Len80] to

fit his data. Dowling [Dow97] did also apply a model using the second
time derivative, but expressed in partial fractions as the product of

two terms with additional time constants τ1 and τ2.

FTF (ω) = e−iωτ 1

(1 + iω τ1) (1 + iω τ2)
(2.27)

Although equations 2.27 and 2.26 can be related by

1

ω0,1
= τ1 + τ2 (2.28)

and

1

ω0,2
=

√
τ1 τ2 , (2.29)

the solutions of 2.27 represent only a subset of the solutions of 2.26

with τ1 and τ2 being real numbers. Especially an elevated amplitude
with values> 1 as shown in figure 2.3 can not be generated by equation

2.27, since the necessary condition of

1

ω0,1
<

2

ω0,2
or τ1 + τ2 < 2

√
τ1 τ2 (2.30)
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can not be fulfilled for τ1, τ2 ∈ R. That criterion can be derived
by substituting equation 2.28 into 2.29 and solving for τ1 or τ2. If

complex numbers for τ1 and τ2 are permitted, elevated amplitudes can
be generated. In that case, τ1 and τ2 represent a conjugate-complex

pair of poles in the complex plane.
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Figure 2.3: Examples for first and second order dynamics models as of equations
2.25 and 2.26 compared to the pure time delay of equation 2.21. Pa-
rameters: τ = 1 ms, 1/ω0,1 = 0.5 ms, 1/ω0,2 = 1 ms.

In terms of control theory, equation 2.25 represents a PT1 behaviour

(with time delay). Equations 2.26 and 2.27 do then characterise a PT2

element (with time delay). As seen in equation 2.27, the latter can be

decomposed into a serial arrangement of two PT1 elements. If these
elements are able to store and exchange energy - as for example a mass
and a spring in the mechanical analogy - an amplified oscillation with

a transfer function amplitude exceeding a value of 1 can be generated.
Such a case is then characterised by alternating signs of the imaginary
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part of τ1 and τ2, as expressed by

Im(τ1) + Im(τ2) = 0 . (2.31)

Although PT1 and PT2 elements as described above have been numer-
ously applied in flame transfer function models to match a measure-
ment or to produce the desired behaviour, a clear physical explanation

of the mechanism leading to an amplification has not been provided
yet. That deficiency is also not resolved in this work, and analytical

derivations leading to such models are not presented here. However,
the good fit with experimental data found in this work and in liter-

ature gives rise to the conjecture that a mechanism does exist and
needs to be identified.

Following Pankiewitz [Pan04], the higher order dynamics extension
FTFD of the time delay can be represented in a more general fashion

by a rational function of the form

FTFD(ω) =

nβ∑
k=1

(βk iω)k + 1

nα∑
l=1

(αl iω)l + 1

(2.32)

with nα being the order of the heat release and nβ the order of the

burner velocity fluctuation. Together with a description of the time
delay distribution FTFτ according to equation 2.22 or 2.23, the trans-
fer function is written as

FTF (ω) = FTFτ(ω) · FTFD(ω) . (2.33)

To finally account for eventually occuring different time lag and higher

order dynamic mechanisms, equation 2.33 may be extended by a su-
perposition of nm terms according to

FTF (ω) =

nm∑
m=1

γm · FTFτ,m(ω) · FTFD,m(ω) (2.34)
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with

nm∑
m=1

γm = 1 . (2.35)

The benefit of such a model is twofold. If the underlying physics are
understood, both the order of the model and the associated parameter

values τ,∆τ, αl, ... can be derived from theoretical considerations - as
for example the determination of a time delay distribution from the
flowfield of a burner and/or the flame appearance.

In the other case, the physical mechanisms leading to an observed
flame behaviour are not known, as it is often the case for the higher

order dynamics part (equation 2.32). For such a case, expression 2.34
can still be fitted to any experimentally determined flame transfer

function to derive an analytical expression for further use in stability
modelling or as an input for active instability control. Pankiewitz

[Pan04] for example succeeded in reproducing a measured transfer
function of Fischer [Fis04] with a high degree of accuracy by applying

equation 2.34 with a second order dynamics part.

A clear disadvantage of the latter approach is that - depending on the

level of detailing required and thus on the order of the model - the
number of fit parameters quickly exceeds an acceptable limit. Khanna

[Kha01] for example reports a requirement for 8th or higher order
models to fit his measured FTFs. On the other hand, a model that
is fitting well on a not fully understood measured FTF may provide

valuable hints on the physical processes involved, since for that case
the mathematical relations are obviously captured and just need to

be filled with a physical meaning.

2.3 Swirl-Induced Velocity Fluctuations

In this section, a rather new flame transfer function modelling ap-
proach developed by Hirsch et al. is introduced. This method postu-

lates a modulation of the flame heat release by a velocity perturbation
along the flame front that results from a fluctuation of the azimuthal
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vorticity in the combustor flowfield. The latter is generated from swirl
perturbations within the burner that are caused by the acoustic ex-

citation and subsequently transported into the flame by convection.
An overview of the concept together with the equations required for

the application of this model is given here, for more details on the
derivation the reader is referred to [HSP+05].

The current method is closely related to the mechanisms responsi-
ble for the occurrance of vortex breakdown in the combustor that is

usually utilised to stabilise the flame in a gas turbine combustor. Fol-
lowing a derivation of Darmofal [Dar93], the vorticity equation can be
written as

D
ϕ

Dt
=
v 
ϕ

r
+

1

r3

∂
(
Γ2
)

∂x
with Γ = w r . (2.36)

As seen from this relation, azimuthal vorticity
ϕ is created if an axial
gradient of the circulation Γ is encountered. Since in an ideal flow the

isolines of vorticity are parallel to the streamlines, such a gradient
is necessarily generated at the burner exit, where the flow is forced

radially outward by the centrifugal forces. As illustrated on the right
side of figure 2.4, the radial increase of axial circulation combined

with the outward bending of the streamlines creates a negative axial
gradient of Γ and thus negative azimuthal vorticity.

According to the law of Biot-Savart, the rotational part of the flow
field �urot at a location �X0 in the flow field is induced by the vorticity

�
 at all other locations �X .

�urot( �X0) = − 1

4π

∫
V

(
�X0 − �X

)
× �
( �X)∣∣∣ �X0 − �X
∣∣∣3 dV (2.37)

Thus, negative axial velocity will be induced on radii smaller than

a given streamline, which further stagnates the flow and increases
the streamline divergence. The latter further intensifies the vorticity

through the second “stretching” term of equation 2.36, and this pos-
itive feedback results in the experimentally observed abrupt vortex



30 2 Theory of Flame Transfer Functions

breakdown with the formation of an inner recirculation zone (IRZ).

ϖ

Figure 2.4: Sketch of a typical combustor flowfield with streamlines. Left: Az-
imuthal streamlines with vortex breakdown and reaction zone. Right:
Generation of negative azimuthal vorticity with diverging streamlines.
Illustration taken from [HSP+05].

Also seen in figure 2.4 is the typical stabilisation region of the flame
in the shear layer between the IRZ and the jet of reactants exiting the

burner.

The flame transfer function model now proposed is based upon the
same mechanism described above that leads to vortex breakdown. An
acoustic velocity excitation of the burner flow u′B leads to a fluctuation

of the swirl circulation Γ′. While this fluctuation is convected along
the streamlines through the combustor, it generates perturbations of

the azimuthal vorticity 
′
ϕ that in turn induce secondary velocity

fluctuations u′	 at the flame front via the Biot-Savart law. Similar to

a direct velocity perturbation, the secondary perturbations are also
assumed to modulate the heat release. To obtain the net effect, u′	
is integrated over the reaction zone, weighted with the heat release

density. The resulting effective global perturbation u′F is then related
to the excitation u′B to derive a formal transfer function.

For the simplified analysis approach used here, the vorticity equation
2.36 is evaluated along a conical streamline - as illustrated in figure

2.5 - where an average streamline starting from an average radius r0 is
assumed to be representative. The half-angle α of the swirling conical
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Figure 2.5: Model coordinates. Illustration taken from [HSP+05].

flow from the burner annulus can be approximated with reasonable
accuracy from the theoretical swirl number S0 and the assumption of
a solid body vortex profile within the burner

tanα ≈ 1.6S0
ra
(
r3
a − r3

i

)
r4
a − r4

i

, (2.38)

where ra and ri represent the outer and the inner radius, respectively,

of the burner annulus. In order to reduce the complexity of the expres-
sion, the vorticity equation 2.36 is transformed into the n, s coordinate

system of the streamlines, yielding the following expression.

∂
ϕ

∂t
+ us

∂
ϕ

∂s
−
ϕ

us sinα

r0 + s sinα
= −sinα

∂(Γ2)
∂n − cosα

∂(Γ2)
∂s

(r0 + s sinα)3 (2.39)

By making use of the constant circulation Γ along the streamline
(∂/∂s = 0) and again assuming a solid body vortex profile in the

radial direction

Γ =
w0

r0
r2 (2.40)

that leads to

∂
(
Γ2
)

∂n
=

4 Γ2

r cosα
(2.41)

for the radial gradient of the circulation, the following vorticity equa-
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tion is obtained.

∂
ϕ

∂t
+ us

∂
ϕ

∂s
−
ϕ

us sinα

r0 + s sinα
+

4 tanαΓ2

(r0 + s sinα)4 = 0 (2.42)

That equation may now be solved for 
ϕ to obtain the distribution of
azimuthal vorticity along the streamsurface provided that the initial

and boundary conditions as well as the velocity us(s) and vorticity
Γ(s, t) distributions along that streamsurface are known. A good ap-

proximation of the velocity distribution - in agreement with the mea-
sured velocity profile of [Wäs05] - is given by a hyperbolic decrease

with the radius that transforms into

us(s) =
us,0 r0

r0 + s sinα
(2.43)

for the n, s coordinate system.

For the steady-state case, the circulation Γ along the streamline is
constant and equal to the value at the burner exit. To obtain the

(linear) transfer function, small perturbations Γ′ are impressed on
equation 2.42 that cause fluctuations 
′

ϕ. A linearisation of the latter

equation is thus performed - neglecting fluctuations of the transport
velocity us - that yields

∂
′
ϕ

∂t
+ us

∂
′
ϕ

∂s
−
′

ϕ

us sinα

r0 + s sinα
+

8 tanαΓ Γ′

(r0 + s sinα)4 = 0 . (2.44)

The input Γ′ to this equation can be derived from solving the transport

equation

∂Γ′

∂t
+ us

∂Γ′

∂s
= 0 . (2.45)

For a harmonic oscillation at the burner exit the following expression
is obtained.

Γ′(s, t) = Γ̂ eiωt e
−iωs

us

(
1+s sinα

2 r0

)
with ω = 2πf (2.46)

Equation 2.46 is valid if the swirl generator is located at the burner
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exit and the perturbation of the acoustic velocity is in phase with
the perturbation of vorticity. For lean premixed swirl burners, this

is however not the usual case. An offset of the swirl generator in the
upstream direction to allow for a mixing section is usually encountered.

That offset leads to a time delay τS in the transport of the circulation
perturbation from the swirler to the burner exit. Since this transport
of vorticity is a convective process, the time delay can be estimated

from the burner flow velocity and the offset distance.

For such a case, the circulation perturbation at the burner exit corre-
sponds to the perturbation at the swirl generator at an earlier instance,
and equation 2.46 is modified to13

Γ′(s, t) = Γ̂ eiω(t−τS) e
−iωs

us

(
1+s sinα

2 r0

)
. (2.47)

This equation along with the velocity distribution of equation 2.43 can
now be substituted into equation 2.44 to derive a numerical solution

of 
′
ϕ.

Since the azimuthal vorticity 
ϕ at a location z along the streamsur-

face induces secondary velocity u	 at any location s within the entire
flame domain, the Biot-Savart law is evaluated from the burner exit

s = 0 to the end of the reaction zone se.

u′	(s, t) =
1

4π

se∫
0

(z − s)
′
ϕ(z, t)

|z − s|3 dz (2.48)

Effectively, that integral is split into the two parts before and after s
to obtain

u′	(s, t) = − 1

4π

s∫
0


′
ϕ(z, t) dz +

1

4π

se∫
s


′
ϕ(z, t) dz . (2.49)

In order to derive a singular value u′F representative for the global

13 Note that a dispersion of the swirl wave in the mixing section of the burner is not taken into
account here. For that purpose, a model analog to equations 2.22 or 2.23 can be applied. See also
[HSP+05].
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flame response, u′	 is integrated over the reaction zone together with
the local magnitude of the heat release as a weighting factor.

u′F (t) =
1

Q̇

se∫
0

dQ̇

ds
u′	(s, t) ds (2.50)

The local magnitude of the heat release can be determined from an as-
sumed heat release distribution or from a measurement of the reaction

zone of the flame, typically by flame imaging.

Finally, the resulting time series for u′F (t) are Fourier-transformed

and the flame transfer function in the frequency domain FTFS(ω) is
obtained in the usual manner by relating u′F to the acoustic velocity

perturbation at the burner u′B and by normalising with the average
values.

FTFS(ω) =
u′F (ω)

uF

uB

u′B(ω)
(2.51)

Since the direct influence of the burner velocity perturbation - the

supply of the flame with combustible mixture - is not included in
the presented modelling approach, FTFS does not represent a stand-

alone transfer function model. An extension is required that captures
the response of the flame to the direct velocity perturbation. For that
purpose, any one of the models introduced in section 2.2 or determined

in another way can be utilised. In the most simple case, such a model
would comprise just a pure time delay according to equation 2.21.

The final transfer function is then derived from a superposition of the
swirl transfer function FTFS and the time delay model FTFτ .

FTF (ω) = FTFτ(ω) + FTFS(ω) (2.52)

In other words, the vorticity perturbations can be considered to “ride

on top” of a velocity perturbation generated within the burner.

For the derivation of the model presented here, a swirl burner with

an annular flow duct and a solid body vortex profile have been drawn
on. This restriction is by no means necessary, other geometries and
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vortex types can be implemented by modifying the driving equations
accordingly. Also, the integration path along a streamline approxi-

mated here by a conical surface can be refined using details from an
experimental or numerical investigation of the flowfield.

2.4 Mixture Fraction Fluctuations

Up to now, only perfectly homogeneous mixtures have been considered

in the presented flame transfer function models. LP burners for gas
turbine engines, however, have only a finite mixing length available

to minimise the risks of flashback and self-ignition, a typical sketch is
given in figure 2.6. Such a setup inherently bears the risk of creating

a feedback mechanism for self-excited oscillations via the generation
of mixture fraction perturbations that modulate the flame response.

I B F

τ
I

τF

u
I

uBmfmf,I

p
I

Figure 2.6: Sketch of a typical LP burner to outline the generation and transport
of mixture fraction perturbations.

The mechanism for the generation of such a perturbation is quite
simple. Acoustic velocity u′I and/or pressure p′I fluctuations at the fuel

injector I modulate the air- and fuel flow and thus the local air excess
ratio λI . This inhomogeneity is then transported with the local flow
velocity through the mixing section of the burner and into the flame,

where it modulates the heat release. Due to the rather low convection
velocity, large time delays can build up that can significantly influence



36 2 Theory of Flame Transfer Functions

the transfer function phase and thus the stability of the system.

In the linearised form and neglecting air density fluctuations, the air

excess ratio at the injector can be written as

λ′I
λ

=
u′I
uI

− ṁ′
f,I

ṁf

. (2.53)

The fuel mass flow at the injector will be controlled by the pressure
drop ∆p over the fuel orifices; an expression for ṁf,I may be derived

from the Bernoulli-equation.

ṁf,I = A

√
2 ∆p ρf

ζ
(2.54)

Generally, ∆p is defined from the instantaneous pressure upstream (u)
and downstream (I) of the fuel orifice.

∆p = (pu + p′u) − (pI + p′I) (2.55)

Another linearisation does then yield

ṁ′
f,I

ṁf

=
p′u

2 ∆p
− p′I

2 ∆p
. (2.56)

For a large pressure drop, the fuel supply system may be considered
acoustically decoupled with p′u = 0. If ∆p � p′I also the acoustic
pressure fluctuation in the burner can be neglected and the fuel flow

is considered “choked” - independent of any acoustic perturbation.

The convective process to the burner exit B and further on to the
flame F can be modelled analog to equation 2.21, the respective time
delays result from the convection distance and the flow velocity.

λ′B
λ

=
λ′I
λ
e−iωτI (2.57)

λ′F
λ

=
λ′B
λ
e−iωτF (2.58)
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Also, the dispersion of the mixture fraction perturbations may be
included by extending the above equations with the expressions from

equation 2.22 or 2.23.

Once the mixture fraction perturbation has arrived at the flame, the

modulation of the heat release can be described by the relation de-
veloped in equation 2.17, again with the simplification of neglecting

density fluctuations.

Q̇′

Q̇

∣∣∣∣∣
λ′

B

=
S ′(λF )

S

∣∣∣∣
λ′

B

+
A′(S)

A

∣∣∣∣
λ′

B

− λ′F
λ

∣∣∣∣
λ′

B

. (2.59)

Note that the direct influence of the energy content of the reactant flow
λ′F/λ is not the only path to modulate the heat release. Important for
the evaluation of equation 2.59 is also the dependence of the burning

rate S on the air excess ratio, especially for very lean mixtures close
to the blow-off limit this path becomes strong. With the flame speed

depending on the equivalence ratio, also the surface area A couples to
the fluctuation via the reaction front kinematics discussed in section

2.1.

Despite the additional complexity, the reaction front kinematics ap-

proach is still successful for a laminar flame front, where the mixture
fraction can be considered the only parameter influencing SL. The

correlation between SL and λ required for the closure of the model
is then determined from experimental data available in literature. A

kinematic model of a simple geometry laminar flame front including
the effect of mixture fraction perturbations is given in [CL03]. An
experimental validation is not available though. For turbulent flames,

the challenges discussed in the context of equation 2.19 do also apply
here and an straightforward solution is not available.

The modulation of the heat release by mixture fraction perturbations
as given in equation 2.59 may be expressed in form of a flame transfer

function FTFλ by relating it to the fluctuation of the air excess ratio
at the burner exit B. This procedure is in analogy to equation 2.18,

where the heat release from a velocity perturbation has been related
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to the velocity perturbation at the burner exit.

FTFλ =

Q̇′

Q̇

∣∣∣∣∣
λ′

B

λ′B
λ

(2.60)

Note that FTFλ captures solely the effect of the mixture fraction. The

total heat release of the flame is obtained by combining equations 2.18
and 2.59 to

Q̇′

Q̇

∣∣∣∣∣
F

=
Q̇′

Q̇

∣∣∣∣∣
u′

B

+
Q̇′

Q̇

∣∣∣∣∣
λ′

B

, (2.61)

and can be expressed in terms of two transfer functions as

Q̇′

Q̇

∣∣∣∣∣
F

= FTFu
u′B
uB

+ FTFλ
λ′B
λ
. (2.62)

As seen from this expression, the influence of mixture fraction fluc-

tuations FTFλ can be considered an extension of the flame transfer
function obtained for a perfectly homogeneous mixture FTFu.

While equation 2.61 represents the total consumption of fuel by the
flame, the total amount of fuel supplied at the burner exit may be

determined from a consideration similar to equation 2.16 at the burner
exit B leading to

Q̇′

Q̇

∣∣∣∣∣
B

=
ṁ′

f,B

ṁf

=
u′B
uB

− λ′B
λ
. (2.63)

Such a relation is useful to derive a boundary condition for the transfer

functions in the low frequency limit ω → 0, since Q̇′

Q̇

∣∣∣
F

and Q̇′

Q̇

∣∣∣
B

must

be identical for that case. In terms of fluctuations at the injector
nozzle and using a pure time delay model to account for the convective
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transport, equation 2.63 may be written as

ṁ′
f,B

ṁf

=
u′B
uB

−
(
u′I
uI

− ṁ′
f,I

ṁf

)
e−iωτI . (2.64)

The mechanism of mixture fraction fluctuations was first mentioned
by Keller [KEH85] in the context of the generation of entropy waves.
Other substantial contributions exist from Richards and Janus [RJ98],

the group around Lieuwen and Zinn [LZ98], [CL03], Scarinci et al.
[SF00] and the combustion group at the ABB/ALSTOM research cen-

ter, e.g. [SPP99], [PPD01].

Typically, a major reduction of the relevance of a self-excited instabil-

ity caused by this mechanism can be achieved by increasing the dis-
persion of the fuel and thus reducing the amplitude of λ′ [FPRS01],

[Sat00]. By this measure, the fuel consumption of the flame is dis-
tributed over a range of phase angles with respect to the Rayleigh cri-

terion and the energy fed into the oscillation cycle is reduced. Practi-
cal solutions to achieve a well dispersed mixture include axially staged

fuel injection, axially staged air injection and strong shear gradients
in the burner flow. A good example for a successful implementation
of such a strategy is given by Scarinci et al. [SFD04].

Another way of influencing the sensitivity of the system to the gener-
ation of mixture fraction perturbations is through changing the injec-

tor nozzle and/or the fuel line impedance [RR05], [GSM+05]. By that
measure, the fuel massflow ṁ′

f,I as a reaction to the acoustic pressure

at the nozzle can be controlled and along with ṁ′
f,I amplitude and

phase of the fuel fraction perturbation. Taking this concept one step

further, also an active control of the combustion oscillation can be
realised by modulating the fuel flow to the burner using a servo valve

[LDH90], [SVK+98]. While an increase of the dispersion can only
attenuate an oscillation caused by the mixture fraction mechanism it-
self, impedance matching and active control bear also the potential

of inhibiting pulsations resulting from other feedback mechanisms by
destructive interference - “fighting fire with fire”.
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3 High Pressure Combustion Facility

In 2003, a facility capable of both combustion tests at elevated pres-
sure and external excitation for thermoacoustic investigations was de-

signed, manufactured and commissioned by the Lehrstuhl für Thermo-
dynamik in close cooperation with Tresch+Kieliger Engineering and

Apparatebau Dössegger of Egliswil, Switzerland. Most of the investi-
gations described in this work were performed using that high pressure
rig. The operational capabilities of the rig are given as follows.

Combustor pressure: 10 (40) bar
Preheating power: 128 kW

Preheating temperature: 450 (500) ◦C
Air massflow: 300 g/s

Fuel massflow: 15 g/s
Thermal power: 750 kW

1

234

Figure 3.1: High pressure combustion test facility.

The pressure vessel as described in the next subsection is capable of

withstanding pressures up to 40 bar, whereas the limitation in the
air supply line of the laboratory allows only operation up to 10 bar.
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A future upscale in the infrastructure could therefore enable a full
exploit of the rig. For the full pressure rating of 40 bar, the wall

temperature and thus also the temperature at the burner is limited to
450◦C. 500◦C apply for the reduced pressure of 10 bar.

Figure 3.1 gives an overview of the test rig. The combustion air (1)
enters an electrical air preheater (2) consisting of four sequentially

arranged heating elements, each delivering 32 kW of power. The pre-
heater features a double-walled design with the benefits of small heat

losses and a cold outer wall not requiring insulation. A surveillance
thermocouple is mounted after each of the heating elements, the maxi-
mum temperature allowed is 600◦C. The preheater is directly con-

nected to the pressure vessel (3), where all combustion-related equip-
ment is mounted. After leaving the combustor and expanding through

a set of valves, the exhaust gas is cooled by water injection to less than
250◦C, collected in an exhaust manifold (4) and disposed of through

a chimney.

3.1 Pressure Vessel

The main part of the test rig is represented by the section exposed to
high pressure and temperature as shown in figure 3.2. One common

practice in the design of pressurised combustion rigs is to build double
walls - a thick and cool outer wall to carry the pressure load, a hot thin

walled inner liner and a secondary cooling airflow in between. This
standard design bears disadvantages in accessibility and suffers from

badly defined acoustics within the thin-walled, not absolutely tight
inner liner. Since acoustic investigations represent an important part
of this work, the common double-walled design was disregarded and

a robust and acoustically well-defined single wall solution was chosen.
The low temperatures needed for mechanical integrity are achieved

by water-cooling the combustor walls, this has on the other hand the
disadvantage of wall boundary conditions not fully representing the

high wall temperatures encountered in a gas turbine engine.

To prevent the condensation of the water formed during combustion at
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Figure 3.2: Cross section of the pressure vessel without burner.

the inner walls of the pressure vessel, the cooling water is preheated

to a temperature of about 90◦C. Pre-loading the whole circuit to a
pressure of about 15 bar prevents cavitation on the suction side of the
pump and raises the boiling temperature to about 220◦C to prevent

the formation of local vapor pockets that could lead to a collapse of
the cooling circuit.

A set of over 50 uniform access ports (5) is distributed all over the
pressure vessel. Originally intended for mounting dynamic pressure

transducers, these ports are besides that also used for flame surveil-
lance, fuel supply, seeding, ignition, pressure tappings and gas analy-

sis. The diameter of 30 mm (G1” thread) is large enough to accom-
modate a large variety of sensors and thus enables great flexibility for

measurement access.

3.1.1 Supply Tube

The preheater is connected to a supply tube (6) consisting of two mod-

ules, one 400 mm and the other one 953 mm long. The inner diameter
of both tubes is 146 mm. Main purpose of the supply tube is to allow
a simple measurement of the acoustic state upstream of the burner

using the multi-microphone method. It is therefore designed with an
undisturbed inner geometry and equipped with multiple access ports
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that can accomodate dynamic pressure sensors. For an optimisation
of the acoustic excitation amplitude the long module can also be re-

moved. In the scope of this work, that was not necessary though.

For setups with perfect fuel/air mixing, the fuel gas is injected di-

rectly at the entry into the supply tube. A fuel lance with multiple
injection holes and vortices generated as the combustion air exits the

transition piece from the preheater provide a good initial spatial dis-
tribution of the fuel. Small scale homogenisation is achieved as the

mixture travels down the supply tube. Possible temporal modulations
of the equivalence ratio generated by the siren exciation can be virtu-
ally excluded since the excitation level in the supply tube is generally

very low and even for the lowest excitation frequency of 10 Hz the
convective wavelength is of the same order of magnitude as the tube

diameter, indicating a rapid decay of any perturbation.

3.1.2 Window Module

The window module (7) represents the heart of the pressure vessel
and the whole rig, since it accomodates both burner and flame - the

former mounted in the upstream part and the latter stabilised in the
downstream section. Large rectangular access ports allow an obser-
vation of the flame through quartz glass windows and a convenient

supply of the burner with fuel, cooling water and cooling air through
one cover plate.

A symmetrical design concerning connection interfaces to supply tube
and combustor modules as well as the burner mount allows a rotation

of the module by 180◦ around the vertical axis. This is to make use
of the different arrangement of the access ports on the two halves: In

“conventional mode” two large windows 150 x 90 mm2 and two small
windows 150 x 10 mm2 provide conventional optical access to the flame

as well as the application of all kinds of light sheet techniques in the
vertical center plane of the combustor (see figure 3.3 left). In the
rotated “PDA mode”, the combustor is accessible through two large

windows with an angular offset of 115◦, which is optimal for Phase
Doppler Anemometry. Since the large access interfaces on both sides
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Figure 3.3: Cross sections through the window module in conventional mode. Left:
combustor side, right: burner side, view from downstream.

are identical, windows and cover plates are compatible and the burner

media supply is not affected by the orientation mode of the window
module. In the scope of this work, the window module is operated in
conventional mode only.

The arrangement of the large windows allows an undisturbed observa-

tion of one half of the flame. Since the inner diameter of the combustor
amounts to 150 mm, an additional window overlap of 2 x 15 mm ex-
ists that can be used for measurement techniques requiring a laser

beam crossing the combustor. The large windows are water-cooled,
this option also exists, but is not used for the cover plates. Both large

and small windows are equipped with a purging air system to cool
the inner side of the glass and to keep it free of seeding particles in

the case of LDA or PIV measurements. Since this purging air has an
undesirable effect on the overall stoichiometry of the flame, it is not
used here.

Also visible in figure 3.3 are the holes for the water-cooling system of

the window module and the subsequent combustor modules. Three
circular collector channels at the upstream and downstream end as
well as in the middle of the module distribute the water to the cooling

holes oriented parallel to the central axis. Inserts plugged into the
combustor side holes to increase flow velocity result in both enhanced
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cooling and an even distribution of the cooling water due to a high
pressure drop.

A pin on the lower side of the window module forms the axial fixing
of the pressure vessel. This makes sure that thermal expansion at the

side windows is negligible and an offset correction of camera images
recorded through the side windows is not necessary.

3.1.3 Combustor

Similar to the supply tube, the combustor (8) is rather long to allow

the determination of the acoustic state downstream of the flame by a
measurement of the dynamic pressure at several axial locations. Of

the two 250 mm long tube modules following the combustor side of the
window module, one can be omitted to gain flexibility in combustor

length. Again like the supply tube, the inner diameter is undisturbed
throughout the combustor. A useful side-effect of the long combustor
is that cold air from the siren injected into the rear part can not reach

and adversely affect the flame. This has been verified in a commis-
sioning test.

The rear part of the combustor is designed in a rather unconventional
way. The valve support disk forming the last module has 12 holes

of 30 mm diameter guiding the exhaust gases radially outward to 11
pressure valves, where the gas is expanded into the collector manifold.

This leaves the rear combustor wall free for a circular window with a
diameter of 90 mm that can be conveniently used to observe the entire

flame and not only a part of it as through the side windows. Like the
side windows, the rear window is equipped with a water-cooling and
an air purging system. The one radial hole that is not connected to a

valve is used to inject the siren bypass air as described in section 3.2.

A set of bolts is used to tie the combustor modules together. Special
high-performance springs allow for the thermal expansion of the pres-
sure vessel while providing sufficient axial force to maintain the sealing

of the modules under pressure. Guiding the cooling water through the
bolt holes prevents overheating and thermal failure of the bolts. The
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cooling water is led radially outwards through the valve support disk
parallel to the exhaust gas, thus preventing overheating of the disk.

3.1.4 Pressure Valves

The 11 valves (9) are responsible for setting the pressure in the com-
bustor by adjusting the exit cross section according to the settings

of combustion air flow and equivalence ratio. As soon as the critical
pressure ratio is reached, the flow velocity within the exit cross sec-

tion equals the speed of sound, resulting in an extremely high thermal
load on the valve. Thus, an individual cooling of both the valve seat
and the valve needle using cold high-pressure water was implemented.

A high water pressure raises the boiling temperature and prevents a
collapse of the cooling due to vapor pockets formed within the chan-

nel. The water used for cooling the needle does not circulate, but is
injected into the hot gas flow at the downstream end of the needle.

This is done to simplify the design of the needle and - more impor-
tantly - to cool the exhaust gas flow down below the temperature limit

of 250◦C imposed by the exhaust silencer.

To maintain a certain operating point, small adjustments of the valve

position have to be made continuously. This is very inconvenient and
time-consuming, since the valve position has to be set manually. Thus,
another procedure was developed using the secondary air flow through

the siren duct to fine-tune the operating point, as described in the next
section.

3.2 Siren

To be able to generate acoustic excitation within the pressure vessel,

a siren has been developed. This device generates acoustic energy
by periodically blocking and releasing the air flow through an orifice
using a rotating disk with rectangular openings (see figure 3.5). The

frequency of the excitation is defined by the speed of the rotor mul-
tiplied by the number of openings in the rotor while the amplitude is
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set by the air flow through the device.

Unlike designs implemented for other test rigs at the Lehrstuhl für

Thermodynamik, the siren for this rig is not mounted in-line with the
supply tube to directly excite the combustion air, but is connected to

the pressure vessel from below and uses a secondary air flow into the
rig to generate the acoustic excitation (see figures 3.1 and 3.4). In

this configuration, air at ambient temperature can be used for excita-
tion and the device does not have to deal with both high preheating

temperature and high pressure.

S5

S1S2S3S4

m

Figure 3.4: Scheme of the siren air massflows.

Siren ports have been implemented both upstream and downstream
of the burner to be able to excite the combustion system at different
locations. A total of five connection ports exist where the siren can

be mounted to the pressure vessel - two in the downstream part of the
combustor and three in the supply tube. While for purely acoustic

measurements to determine the burner transfer matrix the siren was
also connected to port S1, only port S4 was used in the combustion

experiments with a setup as sketched in figure 3.4. Injecting cold air
into the rear part of the combustor does not affect the combustion;

preliminary tests have confirmed that the siren air can not reach and
influence the flame stabilised in the upstream region of the combustor.
Contrarily, the cold air is useful to reduce the exhaust gas temperature

and thus the thermal load on the pressure valves. Mounting the siren
to the supply tube is not as favourable, since the siren air reduces the
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temperature of the total massflow arriving at the burner. For that
case, a blow-off configuration has been designed with another control

valve connected to the suppy tube via a T-piece and discharging the
preheated air into the exhaust duct. In this configuration, the siren is

mounted to the remaining branch of the T-piece and the excited siren
air is periodically blocking the blow-off valve. That setup reduces the
temperature reduction at the burner to a minimum at the expense of

a loss of preheated air through the valve.

To achieve a constant excitation amplitude, the air flow through the
siren has to be varied with the excitation frequency. Since the siren
airflow injected into the combustor has to be discharged through the

pressure valves, a variation does also affect the operating point of the
rig, which has to be compensated manually then by readjusting the

setting of the pressure valves. To eliminate this effect, a second line
was implemented that bypasses the siren and connects to port S5 in

the valve support disk. A remotely actuated split valve distributes
the total siren massflow coming from the measurement and control
cluster to the siren and bypass lines. This design yields the following

advantages:

• The excitation amplitude can be conveniently set by the split
valve without any influence on the total siren massflow and thus
on the operating condition.

• Small drifts in the operating conditions can be easily corrected
by an adjustment of the total siren massflow.

• The additional bypass air reduces the thermal load on the rear
section of the combustor and on the pressure valves.

The operating pressure14 of the siren is limited to 10 bar by the shaft
sealing ring. Although this ring is a high performance element, it

imposes another pressure limitation depending on the excitation fre-
quency as given in equation 3.1. That equation is derived from a fit of

the specified operating limit of the sealing ring that in turn originates

14 Referring to the combustor pressure.
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from a limit in the friction power loss.

p [bar] < 12600 f [Hz]−1.17 (3.1)

Some key performance figures of the siren are given below:

Pressure: 10 bar

Air massflow: 300 g/s
Temperature: 100 ◦C
Number of rotor holes: 8
Excitation frequency: 800 Hz

Motor speed: 6000 rpm
Motor continuous power: 3 kW
Total orifice area: 220 mm2

3.2.1 Siren Contour and Excitation Quality

Compared to loudspeakers, a siren generates excitation amplitudes
that are orders of magnitude higher. On the other hand the stability
of the frequency is not as good and usually higher harmonics are pro-

duced along with the base signal that reduce the signal to distortion
ratio S/D. Since difficulties have been encountered with a prelimi-

nary design, some thoughts are presented below that have led to an
improvement in S/D from about 1 to about 10 for the final siren

design.

It is assumed that the excited waveform correlates with the open area

of the orifice. To generate a sinusoidal excitation signal, the orifice
contour has to be sinusoidal as well, since the integration of the con-

tour sine does again give a sine for the open area15 [Fre00].

In practice, the orifice contour is a double-sine shape that is projected

onto the reference circle to take the rotational movement into account,
as sketched in figure 3.5. The angular width ϕ0 is determined by the

number of holes n on the rotor according to ϕ0 = π
2 n.

15 With a phase offset of 90◦ not relevant here.
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ra (ϕ) = R +H cos (nϕ) (3.2)

ri (ϕ) = R −H cos (nϕ) (3.3)

This projection stretches the outer and shrinks the inner contour.

Integration over ϕ gives the influence of the deformation on the open
area outside a and inside i the reference circle.

Aa (ϕ) =
1

2

ϕ∫
−ϕ0

(
r2
a (ϕ) −R2

)
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n
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H2

4

[
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π

2n
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1

2n
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]
(3.4)
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i (ϕ)
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[sin (nϕ) + 1] − H2

4
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ϕ+

π

2n
+

1

2n
sin (2nϕ)

]
(3.5)

It is evident that the projection imposes a distortion (2nd term) on
the linear solution (1st term) that causes a deviation from the pure

sine and thus generates higher harmonics. Fortunately, the distortion
is equally large on both outer and inner side

Aa =
2

n
RH +

π

4n
H2 (3.6)

Ai =
2

n
RH − π

4n
H2 (3.7)

so that the total area is unperturbed.

A = Aa + Ai =
4

n
RH (3.8)

This result shows that it is vital to shape the orifice as a double-sine,
the outer or the inner contour alone would generate higher harmonics

in the excitation signal.

The above assumption of the acoustic waveform correlating with the
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open orifice area works best for a rather high pressure drop over the
orifice approaching the critical pressure ratio. For that case, acoustic

pressure fluctuations are too small to generate an undesirable modula-
tion of the pressure drop and the high flow velocity has an additional

effect of acoustically decoupling upstream and downstream side of the
orifice. A measurement campaign to investigate different siren geome-
tries [Gün05] confirmed that finding. Especially at high frequencies

a too small pressure drop leads to a strong distortion of the sine sig-
nal with amplitudes of the higher harmonics sometimes exceeding the

amplitude of the base signal.
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Figure 3.5: Double-sine shaped siren orifice, R = 110 mm, H = 12 mm, n = 8.

Another design feature that has been found to influence the signal

quality is the length of the adapter tube connecting the siren to the
pressure vessel. For this reason the adapter was redesigned to the

shortest possible length with the largest possible inner diameter.

In the low frequency limit, a perturbation of the excitation signal can

occur when the pressure upstream cannot be sustained for the long
opening duration of the orifice. This case does also result in higher
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harmonics of the signal. To reduce that effect, a large volume of
about 12 liters upstream of the orifice acting as a buffer and an air

connection line with a large diameter have been implemented into the
siren design. For the sake of completeness it shall be mentioned that

the buffer volume together with the siren orifice acts as a Helmholtz
oscillator with an eigenfrequency around 50 Hz. This effect appears
in the experiments, but is not of major importance.

3.3 Burners

Two different lean premix (LP) burners have been investigated within
the scope of this work. The main interest lies on the TD1 burner

developed at the Lehrstuhl für Thermodynamik with a generic design,
well known characteristics and a considerable amount of experimental

data already available.

Since this burner cannot be operated in technically premixed mode16,

another burner derived from an industrial aero-engine design was in-
vestigated in parallel. After some modifications, this burner can be

operated with both kerosene and natural gas and in both perfectly and
technically premixed mode. It is thus used to draw conclusions from
comparisons of the different operating modes. On the other hand, the

industrial burner is less suited for high quality transfer function mea-
surements due to its complex design, high burner exit flow velocity

and a very high turbulence level.

3.3.1 Generic TD1 Burner

The TD1 burner applied here is a variant derived from a generic design
already available at the Lehrstuhl für Thermodynamik that has been

subject to a number of theoretical and experimental investigations at
atmospheric pressure. Several adaptations have become necessary to

achieve high pressure capability, which comprise mainly cooling and
design issues. Nevertheless, the geometry of the flowpath upon entry

16 See footnote on page 11
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into and within the burner has not been changed, and comparability
to earlier results is thus maintained.

1 23 4
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Figure 3.6: Cross section of the generic TD1 burner with a typical flame.

A cross section through the TD1 LP burner is shown in figure 3.6.
The homogeneous mixture of combustion air and natural gas gener-

ated upstream at the entry into the supply tube enters the burner
through the slots of the swirl generator (1). These tangentially ori-
ented slots are 64 mm long and end at an inner diameter of 79 mm,

they generate the swirl needed for flame stabilisation. Disks can be
inserted into the swirl generator to block a portion of the open area

of the slots. This leads to a higher flow velocity for a given mass flow,
thus increasing the ratio of tangential to axial momentum or in other

words the swirl number. Only one swirl configuration was investigated
within the scope of this work with a disk of 32 mm length blocking

half of the length of the swirl slots17. The associated swirl number was
determined numerically ([Kie00], [Kun04]) and amounts to 0.6. After
leaving the swirl generator, the mixture is accelerated in a converging

nozzle (2) with a cylindrical downstream tube of 40 mm diameter.

A lance (3) with a diameter of 16 mm is inserted into the burner to

17 Consult [Fis04] for transfer functions with swirl number variation.
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avoid flashback along the axis. To prevent the lance from overheating
at high pressure and thermal power, an air cooling system of the

lance tip has been implemented. The pressurised air is guided to the
lance tip and back out of the lance within concentrical tubes, this

way the loop is closed and the flame stoichiometry is not affected.
Another feature of the lance is a pilot gas system discharging into the
air flow through 8 holes in the lance tip. Piloting is needed to achieve a

stable ignition - the pressure peak in the combustor associated with the
quick temperature rise upon ignition does otherwise drive the flame

upstream into the supply tube. Although the pressure peak is also
occurring in pilot mode, no combustible mixture propagates upstream

of the lance tip so that flashback into the supply tube is impossible
and the flame is stabilised reliably in the combustor. After ignition

and before starting any measurement, a switchover to full premixed
mode is performed. No pilot gas is used during normal operation that
could adversely affect the chemiluminescence emission of the flame

through local perturbations of the equivalence ratio.

The front wall (4) of the burner is water-cooled to be able to man-

age the high thermal load at elevated pressure conditions. Typical
front wall temperatures range from 100◦C near the cooling channels

to about 700◦C on the outer rim. Parts facing the flame like the front
wall are manufactured from stainless steel 1.4841, while the upstream

parts of the burner are made of brass for easy machining. A thermo-
couple (5) is used to determine the burner temperature shortly before

entry into the swirler and two of the G1” access ports within the win-
dow module accomodate the pressure taps (6) to monitor absolute
pressure (upstream side) and burner pressure drop. A spark plug for

ignition (7) and a flame detector (8) are mounted within two access
ports on the combustor side. A second flame detector within the sup-

ply tube (9) triggers an automatic emergency procedure in case of
flame flashback. All supply lines for cooling and pilot gas enter the

pressure vessel via one cover plate on the upstream side of the window
module.

To measure the flow velocity and its fluctuation due to acoustic ex-
citation, a constant temperature anemometer (CTA) is inserted into
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the burner. Its location is 22 mm upstream of the burner exit in the
middle of the slot between lance and burner nozzle (10). At this lo-

cation, the signal strength is good due to the high flow velocity, the
turbulence level is low enough and the distance to the flame is suffi-

ciently large to exclude an influence by flame radiation. The probe is
mounted radially through a bore that passes both pressure vessel and
burner nozzle. The sensitive probe tip is retracted into the protective

mounting hole for ignition and can be replaced by a dummy rod when
not needed.

3.3.2 Industrial Burner

The industrial burner (IB) is a generic design derived from an aero-

engine kerosene LP burner with a simple airblast atomiser. This
burner was modified to make it compatible with the high pressure

rig and with gas operation.

Figure 3.7 shows a sketched cross section through the industrial burner

mounted in the high pressure rig. The burner consists of three main
parts - a fuel nozzle (1), a swirler (2) and a mixing tube (3). The

main purpose of the nozzle is to atomise the liquid fuel at its tip
using the momentum of the surrounding airflow. Since atomisation is

not necessary in natural gas operation, the function of the nozzle is
reduced to provide a defined starting point for the mixing process. To
account for the much lower density of natural gas, the nozzle orifice

has been enlarged. However, the initial fuel velocity in gas operation
is still much larger than in kerosene operation, which also changes the

flowfield in the mixing tube.

In addition to the atomisation air around the burner axis that is not

swirled, a second air inlet ring exists around the atomisation air with a
set of blades generating the swirl. This ring is located upon entry into

the 120 mm long mixing tube. An area contraction with a sharp edge
(4) at the tube exit aims at reducing the boundary layer thickness to

prevent flame flashback along the wall into the mixing tube.

Similar to the TD1 design, the burner front wall (5) is water-cooled



56 3 High Pressure Combustion Facility

PP Mode

TP Mode
Air

Fuel

Air/Fuel Mixture

1 2 3 4

56 7

Figure 3.7: Cross section of the industrial burner with a typical flame.

and the head carrying the fuel nozzle (6) is air-cooled to protect the
O-ring seal. To avoid cold walls, a double walled design with an air

insulation layer is chosen for the mixing tube. Materials are stainless
steel 1.4841 for the front wall facing the flame and stainless steel 1.4301

for the rest.

This burner can be operated in both technically (TP) and perfectly

(PP) premixed mode. The technically premixed mode uses the nozzle
for injecting the fuel into the burner, only the burner length is available
for mixing.

In PP mode, the gas injection is the same as for the TD1 burner and

takes place at the entry into the supply tube - at a distance from the
burner that is sufficient to perfectly homogenise the fuel air mixture.
The fuel nozzle is mounted but not used, this leads - compared to

TP mode - to a different flow distribution between atomiser and swirl
duct due to the missing momentum of the fuel jet. Similar to the

pilot gas in the TD1 burner, the TP mode is required here for ignition
to prevent flashback. The switchover to PP mode takes place after a

stable TP flame is established.

The CTA is inserted into the mixing tube at the same axial distance to
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the burner exit as for the TD1 burner. Unlike the TD1, the industrial
burner produces a high level of turbulence in the mixing tube due to

the strong shear forces in the mixing region of the two flows entering
the burner. This high turbulence limits the operating range of the

CTA to about 3 bar in TP and less than 4 bar in PP mode - exceeding
this limit results in a broken CTA wire. An optimum ratio of signal
to turbulent noise is achieved at the burner axis, for that reason the

hot wire is located there (7).

3.4 Operating Conditions

The main focus of the investigations within the scope of this work

lies in a variation of the operating pressure pB defined as the pressure
upon entry into the burner. Of minor interest are a variation of the

flame (combustor) temperature TC via a change of the air excess ratio
λ and a variation of the flow velocity in the burner uB.

To achieve a comparability of the results for varying pressure it is
vital to keep other key parameters like the burner flow velocity or the

flame temperature constant. The flame temperature is governed by
the preheating temperature measured at the burner entry TB and the

air excess ratio λ. Since

u2
B =

2 pB
∆pB

pB

ζ ρB
=

2R

ζ
TB

∆pB

pB
, (3.9)

the burner flow velocity uB does for constant TB only depend on the

relative pressure drop over the burner ∆pB/pB. A convenient circum-
stance is the independence of ∆pB/pB from the massflow ṁB through
the burner for rigs with a sonic orifice downstream of the combustor.

This can be shown when substituting the gas-dynamics equation for
a critical flow through an orifice

pB ≈ pC =
ṁB

ψ0At

√
2

RTC

(3.10)
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into

∆pB

pB
=

ζR

2A2
B

TB
ṁ2

B

p2
B

(3.11)

derived from equation 3.9. The result

∆pB

pB
= ζ ψ2

0
1

A2
B

TB

TC
A2

t (3.12)

makes clear that for given temperatures of burner TB and flame TC

the relative pressure drop does only depend on the open area of the

orifice At and thus only on the setting of the pressure valves. For rig
operation this means that (in the ideal case) the pressure valves have
to be adjusted only once to achieve the desired relative pressure drop.

The massflow through the burner can then be employed to set the
pressure level according to equation 3.10 without affecting the burner

flow velocity.

The above procedure still holds when replacing the manual fine tuning

of the pressure valves necessary in practice by small changes of a
secondary air massflow ṁC through the siren/bypass duct into the rear

part of the combustor as discussed in section 3.2. A constant relative
pressure drop during the process of changing the pressure level is then

achieved by maintaining the air split ṁB/ṁC while varying ṁB.

Table 1 summarises the scaling rules of the combustion variables for

varying pressure, as utilised in the scope of this work.

Those scaling rules are applied on the nominal operating conditions of

the two burners at atmospheric pressure. An overview of the operating
points where flame transfer functions have been measured is given in

table 2. In the following, the first three columns are used to abbreviate
the operating condition - IB-P2 for example denominates the transfer

function measured using the industrial burner in perfectly premixed
mode at a pressure of 2.5 bar.

18 All pressures given in this work are absolute values. A typical atmospheric ambient pressure
at the test rig location in Munich is 0.96 bar.

19 Compared to the rest of the TD1 transfer functions, TD1-P1 at λ = 1.3 was measured at
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Table 1: Pressure scaling rules.

Variable Constant ∝ pB

Burner temperature TB

√ −
Flame temperature TC

√ −
Air excess ratio λ

√ −
Burner velocity uB

√ −
Burner pressure drop ratio ∆pB

pB

√ −
Air massflow burner ṁB − √
Air massflow siren/bypass ṁC − √
Burner pressure drop ∆pB − √
Fuel massflow ṁf − √
Thermal power Pth − √
Air/mixture density ρ − √
Reynolds number burner ReB − √

Table 2: Operating conditions for flame transfer function measurement.

Burner Premix OP pB
18 ∆pB/pB λ TB Pth

Mode [bar] [%] [−] [◦C] [kW]

TD1 P 1 1.1 0.8319 1.3 150 68
2 1.1 1 1.4 150 70
3 2.2 1 1.4 150 140
4 3.0 1 1.4 150 190
5 2.2 1 1.47 150 134
6 3.0 1 1.47 150 183
7 4.0 1 1.47 150 244
8 5.0 1 1.47 150 305

IB P 1 1.75 6 1.2 150 60
2 2.5 6 1.2 150 90
3 2.8 6 1.2 150 100
4 3.5 6 1.2 150 128
5 4.0 6 1.2 150 144

IB T 1 1.75 6 1.2 150 60
2 2.5 6 1.2 150 90
3 2.8 6 1.2 150 100

a different burner velocity setting. The latter originates from an offset of the burner differential
pressure sensor that has been recognised not before completion of the measurement of the two
FTFs and that biased the operating point setting.
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4 Measurement Techniques

In this section, the measurement techniques applied within the scope
of this work are introduced. A constant temperature hot wire probe

is used to determine the velocity at the burner exit, and the chemilu-
minescence representing the heat release of the flame is recorded by
a photomultiplier. Also, the setup and the data acquisition & evalu-

ation procedure applied to determine the flame transfer functions are
explained below. Finally, the recording and evaluation procedures of

high speed camera images utilised to locally resolve the flame heat
release are presented.

4.1 Velocity

4.1.1 Hot Wire Anemometry

Constant temperature hot wire anemometer (CTA) probes are used
to determine the mixture flow velocity within the burner. Their func-
tional principle is based on the cooling effect of a flow around a heated

body. Such a probe consists of a thin wire that is welded to the tips
of two needle-shaped prongs, as illustrated in figure 4.1, right.

Support 

Tube

Prongs CTA 

Wire

Figure 4.1: Left: Whetstone bridge, RW = wire resistance, E = bridge voltage.
Right: Image of the CTA probe.

The wire is connected to one arm of a Wheatstone bridge - see figure

4.1, left - and heated by an electrical current. A servo amplifier (G)
keeps the bridge in balance by controlling the current to the sensor so
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that the resistance RW - and hence the temperature - is kept constant,
independent of the cooling imposed by the fluid. For this setup, the

bridge voltage E represents the heat transfer to the flow and is thus
a direct measure of the velocity. The combination of the sensor’s low

thermal inertia and the high gain of the servo loop amplifier gives a
very fast response to fluctuations in the flow, and temporal resolutions
on the order of kHz are achievable.

A formulation for the heat transfer from a thin wire to a fluid for

anemometry purposes was originally derived by King [Kin14], later
refined by Collis and Williams [CW59] and is now widely used [CB76],
[TSI].

Q̇ = K

[
A+ B

(
ρu

η

)0.45
] [

Ts + Te

Te

]0.17

(Ts − Te) (4.1)

In equation 4.1, K, A and B denominate constants obtained from a

calibration of the hot wire probe, Ts is the sensor- and Te the gas tem-
perature. The heat flux Q̇ is determined from the electrical power loss

in the wire by evaluating the bridge voltage E and the wire resistance
RW .

Q̇ =
E2

RW
(4.2)

The probes were manufactured in-house and are capable of withstand-

ing ambient temperatures of up to 500 ◦C. A Pt-Ir wire with a diameter
of 10 µm was applied to the probes for all measurements. The prongs

were made of an alloy with a negligible temperature coefficient20 to
avoid a drift of the Whetstone bridge at elevated ambient tempera-
tures. A wire temperature of 350◦C - 200◦C above the ambient gas

temperature - was applied for all measurements. For further details
on the CTA setup consult [Sch05], [Wol05] and [Kon05].

20 CrFeAl 135
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4.1.2 CTA Calibration

To determine the missing factors in equation 4.1, a calibration of the
probe is required. That calibration was performed in situ and directly

before each FTF measurement. A typical calibration curve as recorded
for the generic TD1 burner is shown in figure 4.2.
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Figure 4.2: Typical example of a CTA calibration - TD1-P1.

Since only relative changes are of interest, the air massflow has been

chosen as a reference. To acquire a calibration curve, the air massflow
is varied by typically ±20% around the operating point, while the air

excess ratio is kept constant by adjusting the fuel flow accordingly and
the pressure is kept constant by a parallel variation of the bypass air

flow. Several measurement points of bridge voltage versus air mass-
flow are recorded during this variation, and the calibration curve is

subsequently determined by a least-squares fit to these points. Since
only a limited portion of the curve is mapped, a 2nd order polynomial
is sufficient for the fit.

While the calibration data for the generic burner is usually good,

the data quality achieved with the industrial burner setup is much
lower21. As a consequence, the uncertainty in the calibration data fit
is larger, which in turn results in an uncertainty in the amplitude of

the associated FTFs.
21 See section 6.2 for the reasons behind this deterioration
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4.1.3 Influence of the Mixture Fraction on the CTA Signal

In technically premixed mode, a fluctuation of the velocity at the
injector nozzle does in general also generate a fluctuation of the air

excess ratio within the burner. Since the hot wire probe is not only
sensitive to the velocity, but also to the mixture fraction, a systematic
error uB,λ is introduced that affects the measured velocity values uB,m

in the burner.

uB,m = uB + uB,λ (4.3)

The same equation is valid for perturbations

u′B,m = u′B + u′B,λ , (4.4)

from which a calibration factor KuB
can be defined that relates the

measurement error from a mixture fraction fluctuation to the actual

velocity fluctuation.

KuB
=
u′B,λ

u′B
(4.5)

The velocity error term u′B,λ of the CTA probe can be separated into

two effects:

1. A modified heat transfer to the fluid due to the influence of the

gas composition itself.

2. A modified heat transfer to the fluid due to a change of the tem-
perature difference between sensor and fluid. Since ambient tem-

perature fuel is injected into pre-heated air, the mixture temper-
ature does change together with the air excess ratio.

Both effects can be analysed by tracking their influence on equation
4.1. While this is straightforward for the second, the first effect re-

quires an analysis of several parameters influencing the heat transfer
- density, viscosity and thermal conductivity22 of the mixture. A nu-

22 Also the heat capacity cp is considered, although the variation of this parameter is very small.
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merical model using fluid property data from [VDI02] has been set up
to derive KuB

for the operating points of interest IB-T1 to IB-T3.23

One factor of paramount importance for the model is the local, time-
averaged air excess ratio at the location of the hot wire in the burner.

A strong radial unmixedness must be assumed for the industrial
burner, which can be expressed using the global average of the air

excess ratio according to

Uλ =
λ

λ(r)
. (4.6)

With Uλ as main parameter and an additional variation of the sensor
temperature Ts, the results of the model are presented in figure 4.3.
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Figure 4.3: Mixture fraction calibration factor KuB
over the unmixedness parame-

ter Uλ.

Note that the pressure variation between the operating points has a
negligible influence on KuB

. On the other hand, the sensor tempera-

ture has a rather strong influence, a careful setting of the overheating
ratio of the Whetstone bridge is thus required. The negative values
of KuB

denote an underestimation of the true velocity fluctuation u′B,

which is due to the mixture temperature perturbation being the do-
minant error effect.

23 See [Wol05] for details.
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For pure air at Uλ = 0 the velocity bias vanishes completly, while for
various mixtures the curve with the nominal Ts of 350 ◦C is well fitted

by a polynomial of 3rd order.

KuB = −0.00786U 3
λ + 0.0691U 2

λ − 0.26Uλ (4.7)

This relation is used in section 8.3.1 to eliminate the systematic error

imposed by uB,λ on the measured transfer functions, with the required
unmixedness input being estimated in section 7.1.

4.1.4 Pressure Influence on the CTA Signal

In the case of acoustic excitation that is of interest here, not only

the burner velocity is fluctuating, but also the ambient pressure at
the location of the hot wire probe. These pressure fluctuations could

distort the measurement and are thus investigated here.

Basis for the subsequent sensitivity analysis is again equation 4.1 for

the heat flux from the heated wire to the surrounding gas in the chan-
nel. This equation is now perturbed by small fluctuations of the am-

bient conditions

Q̇+ Q̇′ = K

[
A+ B

(
(ρ̄+ ρ′)(ū+ u′)

η

)0.45
]

[
Ts + Te + T ′

e

Te + T ′
e

]0.17 (
Ts − Te − T ′

e

)
(4.8)

A first order Taylor series approximation and neglecting the product
of ρ′ and u′ leads to

Q̇+ Q̇′ = K

[
A+ B

(
ρ̄ū

η

)0.45(
1 + 0.45

ρ′

ρ̄
+ 0.45

u′

ū

)][(
Ts

Te

+ 1

)0.17

−0.17

(
Ts

Te

+ 1

)−0.83
Ts

Te

T ′
e

Te

] (
Ts − Te − T ′

e

)
. (4.9)
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Some algebra and again neglecting the products of perturbations gives
the following normalised equation.

Q̇′

Q̇
= 0.45

B
(

ρ̄ū
η

)0.45

A+ B
(

ρ̄ū
η

)0.45

[
ρ′

ρ̄
+
u′

ū

]

−
[

Te

Ts − Te

+ 0.17
Ts

Ts + Te

]
T ′

e

Te

(4.10)

Since acoustic waves represent isentropic changes of the thermody-
namic variables, the linearised isentropic relations can be used to re-

place density and temperature with pressure fluctuations.

ρ′

ρ̄
=

1

κ

p′

p̄
and

T ′
e

Te

=
κ− 1

κ

p′

p̄
(4.11)

The term in equation 4.10 comprising A and B is ≈ 1, since A is
small compared to the rest. For the operating conditions discussed
in this work, the bracketed factor scaling the temperature fluctuation

amounts to ≈ 2.2. All this together gives the sensitivity of the relative
heat flux - representing the measured voltage - to fluctuations in both

acoustic velocity and pressure.

Q̇′

Q̇
= 0.45

u′

ū
− 0.31

p′

p̄
(4.12)

Equation 4.12 gives the same order of magnitude for both acoustic
variables and thus a strong measurement distortion. However, this is

put into the right perspective when considering typical relative fluctu-
ation levels for the generic burner - 0.05 for the velocity set per defini-

tion by the constant siren excitation level and 0.001 for the pressure,
respectively. Since now there is a difference of almost two orders of
magnitude, the distortion from the acoustic pressure can be neglected.

Also, equations 4.10 and 4.11 could be used to correct the measure-
ments for any case where the dynamic pressure is not negligible.
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Unlike the TD1, the pressure amplitudes can not be neglected for
the industrial burner. Especially for high excitation frequencies, the

velocity and pressure amplitudes are of the same magnitude, or even
a dominance of p′ is encountered. Unfortunately, p′ for these cases

can only be estimated and is not known in amplitude and phase. A
correction as mentioned above can thus not be performed.24

4.2 Heat Release

In the scope of this work, the heat release of the flame is determined by
measuring the chemiluminescent emissions of the OH* radical formed
in the reaction region of the flame. Section 4.2 gives some background

information and introduces the calibration necessary to find the cor-
relation between chemiluminescence emissions and heat release.

4.2.1 OH*-Chemiluminescence

The term “chemiluminescence” refers to the emission of light from a
chemical reaction. This radiation is emitted in the form of a photon
when a molecule returns from an electronically excited state - usually

denoted by a * - to the energetic ground state. In a hydrocarbon flame,
several species act as emitters, most commonly used for measurements

are OH*, CH*, C2* and CO2*. While large molecules like CO2* tend
to emit a broad spectrum that is hard to separate from noise and other

radiation sources, the small molecules OH*, CH* and C2* exhibit
emission profiles with strong, narrow peaks and are thus preferredly

utilised for measurements. The hydroxyl radical OH* used here has its
main emission peak at a wavelength λ of 308 nm [Gay74], [WLTS98];
the advantages of applying this species are its strong emission peak

and the wavelength in the ultraviolet range with little emission noise
from other species.

OH∗ −→ OH +
h

λ
, λ = 308nm (4.13)

24 See section 6.2 and appendix C for further details on this topic.
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In terms of tracking the heat release, the concentration of the formyl
radical HCO is an excellent indicator, but very hard to detect exper-

imentally [NPMW98]. New research suggests that the formation of
the OH* radical is linked to HCO according to

HCO +O −→ CO + OH∗ . (4.14)

This link and experimental results of many researchers have led to the
conclusion that chemiluminescent- and especially OH* emissions are a
good measure for the heat released by the flame for perfectly premixed

conditions [PHS68], [Lan88], [CKL98].25 Especially the work of Haber
[Hab00], [HVSK00a], [HVSK00b], [HV03] is of importance here, he

derives a linear relationship between the heat release and the OH*
chemiluminescence.

Nevertheless, the OH* chemiluminescent radiation shows also a strong
sensitivity on the flame temperature and thus on the air excess ra-

tio. This behaviour is due to a strong temperature-dependence of
the probability for collisional quenching of the excited species with

other molecules [GC86]. The latter effect is - next to photon emission
- the second and most frequently occurring mechanism of removing

the excess energy from the excited species.26 In this work, that effect
has to be taken into account for the technically premixed operating
points, which feature both spatial and temporal inhomogenities of the

mixture fraction.

Following the usual procedure, the time-resolved OH* chemilumines-
cence radiation integrated over the flame volume is recorded here to
determine the flame transfer functions [Bue92], [LBZK03], [Fis04],

[Kun04]. A photomultiplier is applied to convert the light emission
into an electrical signal, while a narrow-band interference filter re-

stricts the incident light spectrum to the main OH* peak at 308 nm.
Due to the precise linearity of the photomultiplier, its output voltage

is always proportional to the incoming radiation.
25 Some results of Najm et al. [NPMW98] indicate that also OH* emissions as a measure for

heat release should be used with caution, more research on this topic might thus be beneficial.
26 A third mechanism is the chemical reaction with other species. However, the associated

reaction rates are small enough to consider this mechanism negligible for the application within
flames [DV92].
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4.2.2 Photomultiplier Calibration

Since only relative changes are of interest here, a calibration has to be
applied to map the OH* radiation intensity to the actual heat release

of the flame. This is done parallel to the CTA calibration by varying
the burner air flow ṁa at constant pressure and constant air excess
ratio. Again, the air massflow is taken as a reference, the link to the

heat release rate is then given by the fuel mass flow.

Q̇ ∝ ṁf ∝ ṁa (4.15)

An example for a typical calibration curve is given in figure 4.4. As

found by other researchers and mentioned above, also here the OH*
intensity is related to the heat release by linear trend. The calibration

curve can thus be reduced to a constant gradient dI/dṁ around the
operating point.
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Figure 4.4: Typical example of a standard photomultiplier calibration - TD1-P3.
Dashed line: fitted trend, solid line: fitted trend through the coordinate
origin.

Note that the fitted trend line does usually not cross the coordinate
origin, which indicates that heat release and OH* intensity are not

strictly proportional. Nevertheless, the evaluation of the flame trans-
fer functions has shown that the assumption of a strictly proportional
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behaviour - as illustrated by the solid line in figure 4.4 - gives better
results with a lower variability in the FTF amplitude and a better

compliance with the required criterion of an amplitude value of 1 in
the low frequency limit.27 For this reason, the non-proportionality is

considered an error and the gradient of all photomultiplier calibrations
has been modified accordingly before evaluating the FTFs. This new
procedure reduces the calibration to one recording at the operating

point, the gradient can then be easily derived from this one point and
the coordinate origin.

A comprehensive explanation for this effect has not been found yet,
but a trend to a reduction of the gradient mismatch for rising pres-

sure and thermal power could be a hint towards non-adiabatic effects
induced by the heat losses of the flame to the walls. An influence

of the radiation from the walls is unlikely, but cannot be excluded.
Another possible explanation might be found in a superposition of

the radiation signals of OH* and CO∗
2 , since also the radiation of the

CO∗
2 molecule contributes to the measured intensity in the wavelength

window of the interference filter around 308 nm.

4.2.3 Mixture Influence on the OH*-Chemiluminescence

As mentioned in section 4.2.1, the flame temperature and thus also
the air excess ratio has a strong influence on the OH* radiation of

the flame. That influence is important for the technically premixed
cases of this study, since both temporal and spatial variations of the

air excess ratio are expected during the flame transfer function mea-
surement.

In the low frequency limit, the relation of flame intensity and air ex-
cess ratio can be characterised by additional calibration curves. Since

the mixture fraction is influenced by a variation of both air and fuel
flow, two additional calibration types are possible. Table 3 gives an

overview.

27 Details on the influence of the proportional calibration with the curve through the coordinate
origin on the FTFs can be found in appendix B.
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Table 3: Different types of photomultiplier calibration.

Type ṁa ṁf λ

A var var const
B var const var
C const var var

• Type A represents the standard calibration used for both PP and
TP mode FTFs. Since the air excess ratio is constant, the curve

captures the influence of the thermal power only.

• For type B, only the air flow is varied and the thermal power
remains constant. Thus, this calibration type represents just the
air excess ratio influence.

• Type C is combination of the two and represents a superposition

of the influences of mixture fraction and thermal power.

All three calibrations have been recorded at constant pressure for the

TP mode operation conditions IB-T1 to IB-T3, an example of the
result is given in figure 4.5.

The diametrically opposed behaviour of the intensity on the different
variables becomes clear in figure 4.5a. While a positive perturbation

of the burner velocity increases the intensity in the premixed case
with constant λ, the same perturbation causes a reduction if the fuel
flow is kept constant. Note that in the context of interpreting the

flame intensity as a measure for heat release the sensitivity on a mix-
ture fraction fluctuation must be considered a systematic error. An

accordingly large error of the FTFs can thus be expected in TP mode.

Moreover, the influence of the mixture fraction at the chosen operating

points is stronger than the influence of the heat release, as visualised
in figure 4.5b. The former will thus dominate the global behaviour of

TP mode measurements that use the chemiluminescence signal as a
measure for heat release.

Using the calibration data presented here, the model derived in section
8.3.1 allows to remove the influence of the air excess ratio from the
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Figure 4.5: Photomultiplier calibration type A, B and C for IB-T1 over a) (left):
air massflow / burner velocity and b) (right): air excess ratio. The
intersection denotes the operating point.

measured flame transfer functions and to isolate the desired behaviour
of the heat release rate.

4.2.4 Pressure Influence on the OH*-Chemiluminescence

Little data exist on the pressure-dependence of flame OH* chemilu-
minescence, one good source is, however, the work of Higgins et al

[HML+01]. Their measurement data fit well to a power law relating
the intensity to the pressure for constant thermal power Q̇.

IOH∗

Q̇
∝ p−0.86 (4.16)

The strong decrease of the intensity with pressure is attributed to in-
creased collisional quenching of the OH* molecules at higher pressure.

An investigation of the pressure dependence was also performed in
this work by slowly varying the operating conditions from TD1-P2 to

TD1-P4 at constant burner flow velocity and constant photomultiplier
gain setting. The results are presented in figure 4.6.
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Figure 4.6: OH* intensity over pressure, recorded with constant photomultiplier
gain and constant burner velocity from TD1-P2 to TD1-P4.

Also here, a power law gives a good fit to the measured data.

IOH∗ ∝ p0.25 (4.17)

Since the thermal power Q̇ of the flame is also increased during the
measurement procedure, the influence of Q̇ must be compensated to
get the pure pressure-dependence.

IOH∗ ∝ p0.25 · Q̇−1 ∝ p−0.75 (4.18)

This result is now in good agreement with equation 4.16, taking the
limited range of pressure investigated here into account. In terms
of linearised fluctuations, the measured intensity relates to the heat

release of the flame and the pressure fluctuation at the flame location
according to

I ′OH∗

IOH∗
=
Q̇′

Q̇
− 0.75

p′

p
. (4.19)

Considering this strong dependence, pressure fluctuations at the flame
location should be minimised as far as possible by choosing the setup
for measuring flame transfer functions accordingly. In the scope of

this work, pressure fluctuations can be neglected for the generic TD1
burner, but not for the industrial burner.
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4.3 Transfer Function Measurements

For the flame transfer function measurements, the CTA probe is
mounted into the burner nozzle and the photomultiplier is located
at the downstream window of the combustor with an unobstructed

view on the flame. The axial position of the hot wire probe is the
same for both generic and industrial burner - 22 mm upstream of the

burner exit, see figures 3.6 and 3.7 for details. To avoid a damage of
the delicate wire, the CTA probe is retracted into a protected parking

position during ignition, shutdown and transient rig operation.

A signal conditioning unit and a PCI board with 8 sequentially

scanned channels and 200 kHz total sampling frequency are used for
data acquisition. Parallel to the CTA and photomultiplier voltages, a

rectangular reference signal is recorded that is generated from pulses
provided by the siren motor encoder and used to synchronise the indi-

vidual signals with the excitation and to trigger the data acquisition.
Before starting the FTF measurement, the calibration data of CTA
and photomultiplier are stored in the data acquisition software for di-

rect evaluation of the data acquired during the measurement process.

In detail, the recording and evaluation procedure at each excitation

frequency is as follows:

1. Acquisition of 10000 samples of the reference, CTA and photo-

multiplier signals at a frequency of 10 kHz per channel, triggered
by the reference signal.

2. Online Fast Fourier Transform (FFT) of all acquired signals with

a resolution of 1 Hz.

3. Detection of the true excitation peak within ± 1 Hz around the

nominal excitation frequency.

4. Evaluation of amplitude and phase of each signal at the detected
true excitation frequency.28

28 At this step, also the phase error induced by the sequential sampling of the data acquisition
channels is corrected.
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5. 100 repetitions of steps 1 to 4 and vector averaging of the signals
to eliminate stochastical fluctuations.

6. Evaluation of the FTF amplitude as the ratio of normalised pho-

tomultiplier amplitude and normalised CTA amplitude as well as
the FTF phase as the difference in phase between photomultiplier
and CTA according to equation 2.4.

The frequency dependence of the FTF is evaluated from 10 to 400 Hz

in discrete steps of 10 Hz. A constant excitation amplitude of u′B/uB =
5% is usually maintained throughout the measurements to guarantee

a sufficient distance to the background noise level on one hand and
to avoid non-linearities expected at high excitation amplitudes on the
other hand.29 Occasionally, checks of the CTA and photomultiplier

calibration have been performed after the FTF measurement, which
exhibited no significant deviations.

4.4 High Speed Camera

Since the photomultiplier tube records the luminescence of the entire

flame, the FTF results can be interpreted as the spatial average of
the flame behaviour. To locally resolve the flame chemiluminescence,

an intensified high speed camera equipped with the same type of in-
terference filter as applied for the photomultiplier measurements has

been employed. This camera observes the flame via the side window.
Due to the large amount of collected data it is not generally applied,
but used only for investigations of details of special interest.

Within the scope of this work, the camera is applied for two types of

investigations:

• Stationary images without siren excitation are recorded to char-

acterise the flames of the different setups and to determine flame
lengths. For this task, the high speed device is used like a con-

ventional camera without special triggering. Typically, 10 - 100
29 For the industrial burner, an excitation amplitude of u′

B/uB = 5% could not be achieved.
Typical values are in the range of 1 to 4%
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individual images are averaged to obtain a meaningful flame char-
acterisation. Examples for this type of image are found in sections

5.1, 6.1 and 7.1.

• Phase triggered images of the flame during a number of oscil-
lation cycles are obtained while the camera recording cycle is
locked to the siren excitation. These images allow a resolution

of the detailed flame dynamics at some frequencies of interest.
The detailed recording and evaluation procedure is given below,

applications are found in section 5.3 and appendix A.

For all investigated cases, the sampling frequency of the camera is
related to the actual excitation frequency by directly triggering the
camera sensor with a second reference signal. This second signal has

16 times the excitation frequency and is generated from the same
siren encoder signal as the original reference, thus providing the same

phase relation - see figure 4.7. As the result of this procedure, 16 im-
ages are recorded per excitation period, independent of the excitation

frequency. Also, errors from not perfectly synchronised frequencies of
camera and siren are avoided. Since every 16th image represents the
same excitation phase angle, ensemble averaging to determine phase

resolved flame images can be easily performed. The start trigger for
the camera is - identically to the conventional data acquisition - sup-

plied from the original reference signal.

Camera Reference

Siren Reference

Figure 4.7: Scheme of the camera trigger signal.

For any operating point30, 5 x 60 excitation periods or 4800 images

are recorded together with reference, CTA and photomultiplier sig-
30 An operating point in this contect denotes the usual operating conditions and one single

excitation frequency.
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nals. All images have been cropped to show only the lower half of the
flame with the burner exit in the upper left corner and the upper rim

being the combustor central axis. The image dimensions are also kept
constant - 150 mm long and 70 mm high.

4800 Images

16 Phase-resolved
      flame images

Averaged flame image,
Amplitude image,
Phase image

Weighted
phase image

Figure 4.8: Camera image processing.

The further processing of these images is shown in figure 4.8. Cropping
and ensemble averaging produces 16 phase resolved images. Apply-

ing a sine-fit for each pixel of those images similarly to the approach
described in [Aue05] gives three results:

1. The average intensity value of the pixel.

2. The intensity amplitude of the pixel.

3. The phase difference between the respective pixel and the refer-
ence signal.

From these results, a locally resolved flame transfer function can be
calculated for each pixel or for any arbitrary collection of pixels. Like
for the global FTFs, the CTA signal serves as a reference, which is

especially important for the phase. While the averaged image gives
an impression of the general flame appearance and can be used to
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derive the flame length, the amplitude image shows the regions of
activity within the flame, with the brightness being proportional to

the intensity oscillation amplitude. The corresponding phase image
represents the respective pixel phase angles utilising a color code from

red (−π) via yellow, blue (0) and green back to red (+π). For the
sake of clarity, regions with a very low amplitude have been colored
uniformly blue. Finally, weighted phase images are derived that show

both results in one plot - the phase is encoded by the color-coding and
the amplitude by the brightness.
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5 FTFs of the Generic Burner -
Pressure Influence

In this section, the flame of the generic TD1 burner is characterised
and the measured flame transfer functions are presented. The FTFs

are subsequently analysed and a scaling law is developed to describe
their global behaviour with changing pressure and equivalence ratio.

5.1 Characterisation of the TD1 Burner

The TD1 flame has an almost conical form with an anchor point at
the outer rim of the lance tip (see figures 3.6 and 5.1). In the down-

stream part beginning at a length of about one burner diameter, the
flame cone widens to form the main reaction zone with the intensity
maximum lying at a distance of about two burner diameters from the

nozzle exit.

Figure 5.1: Averaged images of the stationary TD1 flame for different pressures at
an air excess ratio of 1.4, TD1-P2 to TD1-P4. Burner located on the
left side of the images, brightness inverted.

Stabilisation of the flame is achieved predominantly via the inner recir-

culation zone (IRZ) transporting hot product gas and highly reactive
intermediate species back to the burner exit to constantly ignite the
fresh mixture entering the combustor there. Vortex breakdown of the

swirled mixture flow is responsible for forming this inner recirculation
zone. The flame is stabilised in the shear layer between the IRZ and
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the conical mixture flow into the combustor. Stabilisation starting
also on the outer rim of the mixture flow is observed only for high

flame temperature and at high pressure. Interestingly, this operating
region is associated with high amplitude self excited combustion oscil-

lations (see figure 5.5). The frequency of this instability lies at about
360 Hz and is linked to the axial λ/2 combustor mode.

5.1.1 Flame Length

In order to understand the measured flame transfer functions it is rea-
sonable to first have a closer look on the flame appearance and its

behaviour under varying operating conditions. Especially the flame
length and its variation with pressure and equivalence ratio is an in-

teresting parameter and thus analysed here in more detail.

In figure 5.2, the axial distributions of the flame intensity related to

the images of figure 5.1 are shown.31
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Figure 5.2: Axial distribution of the flame OH* intensity, TD1-P2 to TD1-P4.

31 Additional stationary flame images have been recorded at 1.5 bar & λ = 1.4 and are also
evaluated here.
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These plots were derived from a pixel-based integration of the flame
image along the lateral coordinate y according to

I(x) = Ii =

ymax∑
j=1

Iij . (5.1)

The plots reflect the appearance of the two flame regions from figure

5.1 - an almost linear intensity rise in the conical flame region close
to the burner exit and an overproportional rise towards the maximum

intensity in the main reaction zone further downstream.

Several definitions can be applied to characterise the flame length, two

of them are of interest here:

• The axial location of the intensity maximum xOHmax is deter-
mined by fitting a polynomial of high order to the respective plot

of figure 5.2 and setting its first derivative to zero. A specific
characteristic of this definition is that it focuses on the main re-

action region and thus represents the dominant part of the flame.

• The axial location of the flame center of gravity xcg is derived
from a pixel-based integration of the flame image

xcg =

xmax∑
i=1

(
xi

ymax∑
j=1

Iij

)
xmax∑
i=1

ymax∑
j=1

Iij

. (5.2)

This expression is useful since it accounts for the entire flame in
contrast to only a specific region of the flame.

From both figures 5.1 and 5.2, a reduction of the flame length LF with
rising pressure becomes apparent. This length change is quantified in
figure 5.3 using the center of gravity definition. For λ = 1.4, these

points scale with pressure according to

LF |λ=1.4 = xcg |λ=1.4 ∝ p−0.089 . (5.3)
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Figure 5.3: Pressure-dependence of the flame length, TD1-P2 to TD1-P4. Solid
lines: without excitation, dashed lines: with excitation.

An analog evaluation of the images recorded for operating points TD1-

P5 to TD1-P8 at λ = 1.47 gives a smaller pressure dependence.

LF |λ=1.47 = xcg |λ=1.47 ∝ p−0.054 (5.4)

Note that the pressure exponent of the flame length becomes larger
when the siren excitation is applied32, the values plotted in figure 5.3
are averaged over three different excitation frequencies.33 The larger

pressure gradient in the excitated case can be explained by a higher
heat transfer to the combustor walls, as shown in section 5.1.2.

LF, exc |λ=1.4 = xcg, exc |λ=1.4 ∝ p−0.119 (5.5)

Also plotted in figure 5.3 is the variation of the maximum intensity
location xOHmax with pressure, with and without siren excitation.

LF, |λ=1.4 = xOHmax |λ=1.4 ∝ p−0.131

LF, exc |λ=1.4 = xOHmax, exc |λ=1.4 ∝ p−0.270 (5.6)

32 Excitation level u′
B/uB = 5%

33 Note also that LF with siren excitation exhibits a larger scatter around the fitted trend. This
can be explained by an additional dependence of LF on the excitation frequency. Averaging over
the three available individual frequency values seems to be not sufficient.
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Here, the pressure gradient is larger than for the center of gravity,
indicating that the main reaction zone shows a stronger response to

pressure and the conical flame region remains almost constant. Note
especially the strong response of xOHmax to the siren excitation.

As a conclusion it can be stated that the scaling of the flame length
with pressure does strongly depend on the definition of the flame

length and also on the siren excitation. A leaner mixture does gener-
ally decrease the pressure dependence of the flame length.

5.1.2 Heat Loss

In this section, an estimate of the pressure influence on flame length

is derived to explain the behaviour presented above. This can be
achieved when considering LF inversely proportional to the turbulent

flame speed ST - following [LB04] - and applying a model for ST , for
example after [Sch95]:

ST = SL + u′rms

(
1 +

1

Da2

)− 1
4

. (5.7)

Since turbulence parameters like LT or u′rms and the Damköhler num-
ber Da as the ratio of turbulent and chemical time scales do not scale

with pressure

Da =
τT
τCh

=
LT SL

2

u′rms a
≈ LT SL

2

u′rms ν
∼ p0

(
p−0.5

)2
p0 p−1 = p0 , (5.8)

the only influence on ST and thus on the flame length is imposed
by the laminar flame speed SL that scales with p−0.5 for the almost
pure methane used as fuel34 [Tur00]. The second term in equation

5.7 is usually dominant, allowing only a small influence of SL. For an
adiabatic methane flame, the length should thus increase slightly with

34 Note that other fuels might have a different pressure dependence of the burning rate. Accord-
ing to a model of Turns [Tur00] and experimental data from Westbrook and Dryer [WD81], propane
and other longer-chained hydrocarbons for example have a pressure exponent of SL around -0.1.
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pressure.35

On the other hand, the observed reduction in flame length becomes

clear when the rather large thermal losses from the flame to the water-
cooled combustor walls are accounted for. Since thermal power Pth

scales with p1, but the convective heat transfer Q̇w only with ap-
proximately p0.8 (Re0.8), the relative heat loss Q̇w/Pth to the walls

decreases with increasing pressure. This heat loss to the walls has
been measured quantitatively for the given operating points by eval-

uating the massflow of the combustor cooling water and the water
temperature directly before and after the wall section facing the flame
[Kon05, Lau05], the respective data points are given in figure 5.4.
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Figure 5.4: Heat loss of the TD1 flame to the combustor wall.

According to these data, the heat loss scales with p−0.21, which is in

very good agreement with Nusselt’s theory of turbulent heat transfer.
A simple energy balance gives the influence of this changing heat loss

on the non-adiabatic flame temperature now rising with pressure. The
heat loss has been modelled by reducing the heat release of the flame

Q̇F by the percentage of thermal power that is lost.

Q̇F

Hu
=
Pth − Q̇w

Pth
(5.9)

35 Also other models lead to very similar results, as outlined in [PBP+03].
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Equation 5.9 can now be applied to determine the actual flame tem-
perature TF , whose influence on laminar flame speed SL is known

[Tur00, Pet00]. An evaluation of equation 5.7 gives the turbulent
flame speed ST , which is considered inversely proportional to the flame

length [LB04] and does thus deliver (calculated) values for LF . The
Damköhler number necessary for that step is derived from equation 5.8
with experimentally determined turbulence parameters LT and u′rms

[Wäs05]. This procedure leads to flame length results that closely re-
semble the empirical scaling law of equation 5.3. The last two columns

of table 4 demonstrate that agreement.

Table 4: Heat loss and flame length scaling with pressure, TD1-P2 to TD1-P4. LF

refers to xcg, without siren excitation.

p Q̇w/Pth TF SL ST LF, calculated LF, measured

[bar] [%] [K] [m/s] [m/s] [%] [%]

1.1 17.2 1704 0.163 2.31 100.0 100.0
2.2 14.9 1736 0.128 2.45 94.4 94.0
3.0 14.0 1749 0.114 2.52 91.8 91.5

Note that the downstream part of the flame, where the maximum
intensity is located (see figure 5.1), lies closer to the walls and is thus

stronger affected by the heat loss than the upstream conical part. This
gives a good explanation for the stronger response of the maximum

intensity location to pressure variations when compared to the flame
center of gravity.

For the case with siren excitation, the heat transfer to the walls is
enhanced and the flame temperature variation with pressure becomes

larger. As a consequence, the variation of the flame length with pres-
sure does also increase, as observed in figure 5.3.

5.1.3 Operating Range

Figure 5.5 gives an overview of the operating margins encountered
with the TD1 burner at a relative pressure drop around 1 %. This
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pressure drop lies well between the operating limits concerning flash-
back at low burner velocities and lean blow-off (LBO) at high veloci-

ties. At LBO, the high shear stress in the interaction region between
the IRZ and the fresh mixture flow leads to quenching and the flame

loses its anchoring position at the lance. A subsequent stabilisation
of the flame at a position further downstream, where the burning ve-
locity equals the flow velocity, was observed only occasionally and for

a short time period. The relative pressure drop of 1 % corresponds
to a mean-flow burner velocity of about 35 m/s and leaves sufficient

velocity margins necessary for CTA and photomultiplier calibration
prior to the FTF measurement.
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Figure 5.5: TD1 operating points with LBO and stability limits.

In order to achieve practical relevance, the operating points should

lie at an air excess ratio well within the lean regime. A preliminary
investigation was therefore performed to get an idea of the air excess
ratio where lean blow-off occurs for the present system, the results

are plotted in figure 5.5. A shift of the LBO air excess ratio towards
leaner mixtures is observed for rising pressure. This appears unusual,
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since the air excess ratio values are too low and no or only a very
small pressure dependence of the LBO limit is commonly experienced.

Nevertheless, the observed phenomenon can again be related to the
thermal losses to the well cooled combustor walls. The same energy

balance as used above for the flame length correlation can be employed
to derive a power law for LBO with pressure that agrees with the
measured data.

λLBO = 1.529 p [bar]0.026 (5.10)

The encountered LBO limits can thus be translated into a theoretical
adiabatic LBO limit at λ = 1.84 (φ = 0.54) that is independent of

pressure. The associated adiabatic flame temperature TF,ad of 1630 K
does now agree well with common experience.

For the above reasons, it seemed favourable to choose FTF operating
points with about constant distance to the LBO limit, these are also

plotted in figure 5.5. Two series of flame transfer functions have been
measured, at an air excess ratio of 1.4 and 1.47, respectively, and from
1.1 to 5 bar. An overview of the operating points is given in table 2.

5.2 Flame Transfer Functions of the TD1 Burner

A single FTF at 1.1 bar and λ = 1.3 has been measured twice for a
reproducibility check36 with the result that reproducibility and quality
of the measured transfer functions can be considered very good.

Figure 5.6 shows the flame transfer functions TD1-P2 to TD1-P4 mea-
sured at an air excess ratio of λ = 1.4 with pressure varying from 1.1

to 3 bar. Some properties typical for transfer functions in perfectly
premixed mode can be detected in the plots:

• In the low frequency limit, the amplitude plot must approach a

value of 1, this is required to fulfill the energy balance. In parallel,
the phase plot approaches a value of 0. All dynamic processes

occurring in the flame are much faster than the changes imposed

36 See appendix B for details.
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by the excitation and the system reacts in a quasi-steady manner.

• The amplitude plot shows one or more peaks typical for swirl
burners and a decline towards high frequencies.

• A global decline in the phase plot is observed that stems from
a global convective time delay between the velocity excitation

of the mixture recorded within the burner nozzle and the flame
response at a further downstream position.
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Figure 5.6: Amplitude and phase of the FTFs TD1-P2 to TD1-P4 at λ = 1.40.

The general appearance of the amplitude plot is similar for all three

transfer functions with local peaks at about the same frequency. Nev-
ertheless, there are also differences, especially in the magnitude of the
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local peaks and in the high frequency behaviour. The second peak
at 120 Hz is well developed for the lowest pressure of 1.1 bar, but

decreases rather strongly for higher pressures. On the other hand, the
expected low amplitudes for high frequencies above 300 Hz are found

for 1.1 bar, but not for higher pressures. In this frequency region, the
FTF amplitude increases with rising pressure. It can thus be stated
that in addition to the local peaks appearing at the same frequency

independent of pressure there is a broad global peak that shows a shift
to higher frequencies with rising pressure.

A look at the related phases in figure 5.6 unveils some interesting re-
sults. As expected, the phases start at a value of 0 in the low frequency

limit and also show the expected decrease with frequency. For all in-
vestigated pressures, the phases behave almost identical up to a limit

frequency of 120 Hz, where a phase increase of the plots related to the
higher pressures occurs. Only the phase of the 1.1 bar FTF continues

to decline almost linearly, while the plots related to higher pressure
exhibit an upwards oriented deviation from linearity, whose magni-
tude rises with pressure and leads to a relative phase difference of

almost π/2 between the plots for 1.1 and 3 bar at 160 Hz. Above that
frequency, the “normal” behaviour of an almost linear decrease can

be observed for all pressures, with a slight tendency towards steeper
slopes for lower pressures. This slope difference is in line with the

decreasing flame length upon rising pressure and can be explained by
the smaller convective time delay from the hot wire location to the

dominant zone of reaction within the flame.

Prior to the separation point of the phases at 120 Hz, another phase

increase appears between 60 and 90 Hz. Interestingly, this deviation
from a constant gradient does not lead to a pressure dependent be-

haviour. Also interesting is that both deviations lie at a frequency
where the amplitude plot shows a minimum.

When considering Rayleigh’s criterion for instability [Str78], the ob-
served phase deviation leading to large phase differences at elevated

frequencies induces a change of behaviour with rising pressure that
can dramatically influence the stability of combustors, either turning
a stable system unstable or vice versa. Should the phase difference
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reach a value of π, an inversion of the stability behaviour is not only
possible, but inevitable. Note that this does not necessarily mean

that self-excited pulsations will actually occur for a once stable sys-
tem, since Rayleigh’s criterion is necessary for instability, but not

sufficient. One point also interesting here is that transfer function
amplitudes larger than 1 occur for high pressures in this frequency
region - acoustical fluctuations are amplified - which promote rather

than avoid instability.
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Figure 5.7: Amplitude and phase of the FTFs TD1-P5 to TD1-P8 at λ = 1.47.

For the present configuration of the rig, such an instability does indeed
occur, as seen in the operating map of figure 5.5. The reduced FTF

phase values and the increasing amplitude observed around 360 Hz for
rising pressure and equivalence ratio move the system across a stability
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limit with the result that a large amplitude self-excited combustion
oscillation emerges. This behaviour has been confirmed by an acoustic

low order model of the rig that is using the measured flame transfer
functions as input [Föl06], [FFS06].

The amplitude and phase results for the operating points with a leaner
mixture of λ = 1.47 are presented in figure 5.7. No qualitative change

with respect to λ = 1.4 is observed in both amplitude and phase plots.
Again, a tendency towards lower amplitudes for low frequencies and

higher amplitudes above 300 Hz can be found with rising pressure.
The conclusion is also the same - a global amplitude peak shifting to
higher frequencies with rising pressure.

When comparing the phase plots for identical pressures at both air

excess ratios above 120 Hz, a tendency towards more distinct phase
deviations can be found for the richer mixture. This is an indica-
tion that not only the pressure, but also the equivalence ratio has an

influence on the phase behaviour at high frequencies. However, the
separation frequency of 120 Hz is unchanged, as is the frequency of

the first phase deviation without separation at 60 Hz. Generally, the
pressure-dependency tends to decrease for the higher air excess ratio

and the phases show a slightly steeper decline that can be related to
an increased flame length for the leaner mixture.

5.3 Heat Release Distribution

The flame transfer functions of the generic TD1 burner presented in

section 5.2 have shown that a global description of the FTF behaviour
- especially the phase plot - is not sufficient, since it can not capture

local deviations like the pressure-dependent phase deviation at 120 Hz.
Models derived in section 8 can reproduce these local deviations, but

they deliver smooth changes with operating conditions and can not
explain the observed behaviour of identical phase plots up to 120 Hz
for all investigated conditions and the subsequent sudden separation

of the plots above that limit frequency. Obviously, additional flame
dynamics effects exist that are not captured by the modelling efforts.
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In this section, the above effect is adressed by spatially resolving the
flame dynamics using high speed camera images. The post-processing

procedure of these images is described in section 4.4.

5.3.1 FTF Behaviour at the Pressure-Dependent Phase De-
viation

Two questions arise from the pressure-dependent phase deviation at
120Hz, as presented in figures 5.6 and 5.7:

1. What is the reason for the phase deviation to occur?

2. Why does this behaviour depend on pressure?

One information important for understanding that phase deviation
can be extracted from the raw data of the FTF measurement. When

investigating the original phases of CTA and photomultiplier signal as
shown in figure 5.8, it becomes clear that, for a given frequency, the
CTA phase shows almost no change with pressure, but the photomul-

tiplier does.37 This means that the reason for the pressure dependence
of the phase must lie in the OH*-chemiluminescence signal and thus

in the heat release response of the flame. For that reason, high-speed
camera images have been recorded in the frequency regime around the

phase deviation and evaluated to obtain more detailed information.

Figure 5.9 shows amplitude and phase images as described in section

4.4 recorded for operating points TD1-P2 and TD1-P4 with 1.1 and 3
bar pressure, both at an air excess ratio of λ = 1.4. Also plotted are

the weighted phase images that combine both informations into one
image. In order to reveal the effects that lead to the pressure depen-
dency of the phase deviation, the excitation frequency has been set

to 120 Hz in one case, where the phases are almost identical, and 160
Hz in the other case, where the maximum deviation is observed. Note

that with amplitude and phase images (together with the averaged

37 Note that both CTA and photomultiplier signals exhibit a “bulge” at the frequency of interest
and not a monotonic decline. This behaviour is not unusual, it is observed several times in the
measured frequency range.
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Figure 5.8: Phases of CTA and photomultiplier signals at operating points TD1-P2
to TD1-P4.

pixel values), a FTF can be determined for any pixel in the image or
for any region of connected pixels within the image38.

In the amplitude image, two active regions can be identified within
the flame that include almost the complete flame activity - a “far

field” in the right - downstream - part distributed almost evenly over
the combustor radius (marked with a red circle) and a “near field”
conically extending from the burner exit and having its maximum

near the middle of the images (marked in blue). In order to answer
the two questions stated above, the behaviour of these two regions

with changing pressure and frequency is discussed below.

Far field: The far field region is large and strong at 120 Hz for

both pressures and disappears almost completely at 160 Hz. For the
higher pressure, this region shifts slightly towards the burner exit. An

important finding is that the phase value associated with the far field
region does not change with rising pressure.

38 To obtain a FTF for a group of pixels, the vector average of the individual pixel data - intensity
amplitude and phase - needs to be obtained. A separate averaging of amplitude and phase data
would lead to erroneous results.
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Figure 5.9: Amplitude (above), phase (middle) and weighted phase (below) images
for operating points TD1-P2 and TD1-P4 at λ = 1.4.
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Near field: A closer look unveils the different behaviour found for
the near field. This region becomes slightly stronger with rising pres-

sure and shows a distinct upstream shift towards the burner exit that
results in a clear separation of the two regions for 3 bar, while they

are partially overlapping for 1.1 bar. More important, as the activ-
ity region moves upstream, also the phase values associated with the
activity region change. Unlike the far field region, the near field does

not disappear for 160 Hz and begins to dominate instead. The up-
stream shift with pressure is also clearly visible for 160 Hz. Another

interesting fact is that for 120 Hz the near field region oscillates with
opposite phase to the far field, which implies that changes of relative

strength of both do only affect the amplitude, but not the phase angle
of the total signal.

These observations can now explain the frequency- and pressure be-
haviour at frequencies near the phase deviation.

120 Hz: At 120 Hz and low pressure, the far field region is dominating
over the near field, thus also dominating the FTF phase. Although the

near field becomes stronger with rising pressure, the far field remains
dominant even for 3 bar, thus fixing the phase to a value that is

independent of pressure. Due to the opposite phase of the near field
its stronger contribution should reduce the amplitude of the FTF for
rising pressure. The FTF amplitude plots in figure 5.6 do indeed

confirm this behaviour.

160 Hz: For 160 Hz, the far field region disappears and only the
near field remains. At low pressure, this has no major effect on the
phase, since the active region of the near field is located at nearly the

same axial position where the far field has been previously. Note that
the shift in phase color within the active region from green (−π/2)

to green/red (−3π/4) for increasing frequency is due to the “normal”
phase decline generated by the convective time delay. At high pres-

sure, the disappearance of the far field region for 160 Hz generates
a major upstream shift of the activity maximum. Thus, other phase

values are now associated with the activity region that correspond to
a smaller convective time delay from the burner exit and thus also
smaller phase differences between the velocity and OH* signals. The
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result is the observed deviation in the FTF phase plots towards values
around −π/4.

For the analysed frequencies around the phase deviation the phase
behaviour has been demonstrated to depend on the interaction of the

two activity regions and, most importantly, on the sudden disappear-
ance of the far field. One question is now if this also holds for all

other frequencies. An observation supporting this assumption is that
the phase plots keep their pressure-independent behaviour below 120

Hz and their different slopes above 160 Hz. This indicates that the far
field region can be found for other frequencies below 120 Hz and will
not appear above 160 Hz. Further high speed camera series have been

recorded39 to answer this question and the corresponding amplitude
plots are shown in figure 5.10. In these images, the far field region

indeed can be found at 20 and 80 Hz, but not at 160 and 320 Hz.

Figure 5.10: Amplitude images for for different frequencies, operating point TD1-
P6 at 3 bar and λ = 1.47.

Interestingly, the relative strength of near and far field depends on the

excitation frequency. The image at 80 Hz in figure 5.10 - unlike the
images for 20 Hz in figure 5.10 and 120 Hz in figure 5.9 - shows that

the far field is not well established and the near field is the dominating
reaction zone with a location of the intensity maximum closer to the

39 This time for the higher air excess ratio of 1.47
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burner exit. From figure 5.9 one would then conclude that a larger
FTF phase value should be determined at this frequency, which indeed

can be seen in form of a bulge in the FTF phase plot. This confirms
that the phase behaviour of the flame transfer function does for all

pressures and frequencies mainly depend on the axial location of the
dominant region of activity within the flame and the phase value at
this location. The influence of parameters like pressure and burner

temperature & velocity then reduces to their influence on location
and strength of the regions of highest activity.

5.3.2 Origin of the Pressure-Dependent Phase Deviation

After the phenomenological description in the previous section, the

origin of the far field activity region and the pressure-dependent phase
deviation is discussed here.

5.3.2.1 Flame Length Fluctuation

Consider the left half of figure 5.11, where two averaged flame images
and the corresponding flame envelopes40 at the phase angle of the

maximum and minimum OH*-chemiluminescence intensity have been
plotted. The respective excitation frequency is 20 Hz - and associated

with a strong far field region. At that low frequency, the oscillation
period is much larger than the convection time through the flame -

the flow field & the flame appearance are quasi-stationary and all
locations within the flame oscillate at about the same phase angle.

Also, the phase difference of the flame intensity with respect to the
CTA reference signal - the FTF phase - is close to zero. As clearly
seen in the images, the large flow velocity at the intensity maximum

causes a large flame length, and vice versa for the intensity minimum.
The combination of the two flame envelopes also shown in figure 5.11

points out an area in the rear part of the flame that has been shaded
light grey. Since this area does closely resemble the appearance of

the far field region seen in the previous figures, it can be concluded
that the far field activity region originates from a length fluctuation

40 The flame envelope is a line of constant intensity in the flame image that separates the (visible)
reaction region from the non-reacting environment.
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of the flame.41 This finding is supported by the respective phase plot
also shown in figure 5.11, which points out that the far field region

oscillates at the global phase angle of the flame transfer function.

Figure 5.11: Flame images and flame envelope under excitation for 20 Hz (left)
and 320 Hz (right), brightness inverted. First row: averaged flame
image at phase angle of maximum OH* intensity, second row: aver-
aged flame image at phase angle of minimum OH* intensity, third
row: combination, fourth row: corresponding phases. Operating
point TD1-P6, excitation amplitude 22% (left) and 27% (right).

41 Note that the images of figure 5.11 have been recorded at a high excitation amplitude of >20%
to clearly visualise the effect. However, a lower excitation level does only change the intensity
fluctuation amplitude, but not the overall appearance. This is shown in more detail in appendix
A.
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Also seen in the combination of the flame envelopes is an area shaded
dark grey in the conical near field region. This area is cleared for the

phase of the highest flow velocity & flame intensity, which results from
a downstream shift of the flame anchoring point at the lance and a

slightly lower cone angle. Since the maximum intensity amplitude in
this area occurs at the phase of the global intensity minimum, it shows
a red color in the phase plot that represents a phase angle shifted by

180◦ with respect to the far field activity region. Note that this 180◦

offset is independent of the excitation frequency. For other frequencies,

the phase values might change, but the 180◦ offset between near and
far field remains. That effect can be observed in the 120 Hz plot of

figure 5.9 for example.

Since the dark grey area in the left half of figure 5.11 is much smaller

than the light grey far field, the latter is dominating the global FTF
behaviour. Due to the 180◦ phase offset the global phase angle is not

altered by the dark grey activity region, only the FTF amplitude is
reduced.

From the above findings it can be concluded that any displacement of
the flame or any change in flame shape caused by the acoustic exci-

tation produces regions of activity in the intensity amplitude images,
with every single region tending to have a uniform phase angle. The
far field activity region is the most prominent one of those, having its

origin in a fluctuation of the flame length.

5.3.2.2 Convective Velocity Perturbations

Now consider the plots on the right half of figure 5.11. These have been

recorded at a frequency of 320 Hz, where the near field activity region
is dominant and the far field has disappeared. The behaviour observed

here represents the “classical” flame response as it is understood by
many researchers. The acoustic field within the combustion system

leads to velocity perturbations at the burner exit that are convected
through the flame along the mean flowfield. These perturbations can
consist of fluctuations of axial velocity, radial velocity and/or swirl cir-

culation. On its path along the flame front, the velocity perturbation
modulates the heat release either directly via fluctuating turbulence
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parameters [SBG+04] or indirectly via the induction of secondary ve-
locities by a fluctuating vorticity [HSP+05] as introduced in section

2.3. Due to the low convection velocity, different regions of the flame
oscillate at different phase angles, while the phase changes gradually

towards more negative values along the convection path. The loca-
tion of the activity maximum is basically defined by the location of the
global flame intensity maximum, and the phase value at this point rep-

resents the global flame behaviour. Thus, a linear phase decline over
frequency is encountered for a fixed position of the activity maximum.

Like for the 20 Hz case, also at 320 Hz a high excitation amplitude
has been chosen for a clear visualisation of the effects.42 Especially

the gradual phase change as a result of the convective transport of the
velocity perturbations can be clearly identified in the phase plot. Note

also that despite of the high excitation amplitude the flame length
remains about constant. The heat release activity is located close to

the region of the flame intensity maximum instead and appears as
a true intensity fluctuation together with a radial fluctuation of the
flame front due to coherent vortex formation at this high amplitude.

5.3.2.3 Superposition

A superposition of the flame length fluctuation and the conventional
convective velocity perturbations gives the results observed in figure

5.9 for a siren excitation frequency of 120 Hz. In the downstream
flame region, the far field caused by the flame length fluctuation is

strong and can be easily distinguished from the conical near field.

In the upstream flame region extending from the burner exit to the

location of highest intensity, a superposition of the activity regions
related to the convective velocity perturbation43 and the flame length

fluctuation44 result in a complex amplitude and phase behaviour. Fur-
thermore, fluctuations of the radial extension of the flame front in the
region close to the burner45 lead to a radial variation of the phase

42 Unlike the 20 Hz case, the excitation amplitude does have an additional effect here (see also
appendix A) - a rising amplitude increases the radial and decreases the axial extension of the
activity region. However, this phenomenon does not affect the above findings.

43 See section 5.3.2.2.
44 See section 5.3.2.1, referring to the dark grey area in the left half of figure 5.11
45 These are especially strong for excitation frequencies that lead to a strong fluctuation of the
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values.

All these effects contribute to a complex phase behaviour in the region

close to the burner exit. Note that already Kunze [Kun04] observed
strong deviations from the global FTF phase at locations close to the

burner when performing axially resolved FTF measurements for a very
similar burner. However, his explanation of this behaviour based on

long time delays in the outer recirculation zone seems outdated in the
light of the observations presented here.

5.3.3 Conclusions

With the findings of section 5.3.2, the origin of the pressure-dependent
phase deviation becomes clearer. Up to the limit frequency of 120 Hz,

the FTF behaviour is governed by a superposition of the flame length
fluctuation and the conventional convective transport of perturbations

from the burner, with the former being the dominant mechanism.
Since that mode is rather insensitive to flame length variations induced

by the operating conditions, the phase plots of the measured FTFs are
almost identical. As soon as the flame length fluctuation disappears
and the convective transport of perturbations becomes dominant at

and above 120 Hz, the FTF phases are controlled by the flame length
that is in turn sensitive to the operating conditions. As a result of

that change, the phase plots exhibit a distinct deviation from linearity
depending on pressure and equivalence ratio.

The above findings do also have some implications concerning the scal-
ing of flame transfer functions. Only in the case of negligible sensitiv-

ity of the active zones - near and far field, driven by the mechanisms
described above - to operating parameters like pressure there is no in-

fluence of those parameters on the transfer function. An example for
such a behaviour in this study is the negligible pressure dependence
of the FTF phase plots up to a frequency of 120 Hz.

A more complex case is that the activity pattern is not constant, but

self-similar. In that case, global scaling laws for operating parameters

swirl number and thus of the flow angle upon exit from the burner.



102 5 FTFs of the Generic Burner -Pressure Influence

can be applied as postulated by Lohrmann [LB04]. Self-similarity
in this context means that one unique pattern can be generated by

applying geometrical or intensity scaling. An example for this case
in the current study is the FTF phase slope scaling with pressure for

frequencies above 160 Hz. As only one region of activity exists in
this frequency regime, the slope change is clearly attributed to the
observed upstream shift.

However, as soon as the activity pattern changes qualitatively, self-

similarity is lost and global scaling laws will fail, as demonstrated
here for the phase deviation at 120 Hz depending on the operating
parameters. These findings do not only apply to pressure scaling, but

to any operating parameter influencing the flame activity pattern.

5.4 Pressure Scaling

In this section, a scaling law is developed to quantify the changes with

pressure observed in the FTF plots. For that investigation, the focus
lies on the phase, the amplitude behaviour is not considered. Of main
interest is the phase gradient changing with pressure and the question

whether this change can be correlated with the flame length as derived
in section 5.1. Also, the air excess ratio is considered, but it is of minor

interest due to the rather small variation of λ in the tests.

A simple fit is applied to quantify the time delay leading to the global

phase gradient of the FTF. For that purpose, the FTF phase decline
is approximated by a least squares-fit of a straight line starting at the

origin of the phase plot - see figure 5.12. This model represents a
constant time delay τG between flame and excitationthat is given by

the FTF phase gradient

τG = − 1

2 π

∂ϕ

∂f
. (5.11)

Note that this model delivers a first order approximation - the global

phase behaviour over frequency - and can not account for local devia-
tions. As seen in figure 5.12, the phase plot lies above the line for low
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frequencies and crosses to the lower side for high frequencies46. That
trend occurs for all FTFs measured and indicates that even the global

phase behaviour is not linear in the investigated frequency range - a
point that will be reconsidered in section 8.1.2.
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Figure 5.12: FTF phase at TD1-P1 with the phase decline approximated by a
simple global time delay model.

The least-squares fit time delay from the phase plot has been evaluated

for all recorded TD1 FTFs, the results are plotted in figure 5.13. From
that figure can be seen that the changes of the time delay become
smaller when proceeding towards higher pressure and that the decline

is almost linear, when plotted in a double-logarithmic diagram. Taking
this into account, a power law of the form

τG(p) = aτ p
−bτ with 0 < bτ < 1 (5.12)

has been found to provide the best fit for the measured points.47 This
is an encouraging result pointing out that in order to identify the

time delay at realistic engine pressures of up to 35 bar, one does not
necessarily have to reach that pressure in dynamic combustion tests,

46 This behaviour can also be found in the work of other researchers, e.g. in figure 11 of [LB04].
47 The values of aτ and bτ are given in table 5.
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but only approach it up to a sufficiently small factor. Due to the
degressive nature of the power law (negative exponent), the largest

part of the time delay reduction takes place in the lower range of the
pressure scale. Taking the data at λ = 1.47 as example, the time delay

between 1 and 35 bar reduces from 100% to 55%. At 10 bar, the time
delay has already dropped to 68% - a coverage of less than 30% of the
pressure range gives more than 70% of the time delay reduction to be

expected at the full operating pressure.
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Figure 5.13: Global time delay from FTF phases and flame length over pressure.
Left: linear plot, right: log/log plot. TD1-P2 to TD1-P8. Data
points of table 6, power law fits according to equations 5.12 and 5.13,
fit parameters of table 5.

The power functions for both measurement series at λ = 1.4 and
λ = 1.47 resulting from a least-square fit of the evaluated points have

also been plotted in figure 5.13.48 Generally, the observed behaviour
meets the expectations derived from the stationary investigation in

section 5.1. Rising pressure reduces the relative heat loss to the walls,
increases the flame speed and does thus also lead to a reduced flame

length and a lower time delay in the transfer function. The explanation
concerning the air excess ratio is straightforward - a leaner mixture

48 Note that the point at TD1-P2 has been plotted, but not included into the power law fit.
This point is considered questionable due to the large deviation of the FTF amplitude plot (figure
5.6) when compared to the other operating points. This behaviour will be reassessed in section
8.1.3, figure 8.7.
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results in a reduced flame speed and a rising time delay. An interesting
observation is the strong influence of the air excess ratio - an increase

of 5% from 1.4 to 1.47 at 3 bar leads to a time delay increase of 17.6%.
Even more interesting is the circumstance that these differences grow

larger with rising pressure and decreasing time delays, which is caused
by the different exponents b.

It is now interesting to see if the global time delay scales with the
flame length, as it is often assumed (e.g. [LB04]). For that purpose,

the stationary flame length results determined using xcg of equation
5.2 have been plotted into figure 5.13. In analogy to equation 5.12,
also the flame length LF can be expressed in terms of a power law.49

LF (p) = aLF
p−bLF with 0 < bLF

< 1 (5.13)

As seen in figure 5.13, the trends of time delay and flame length with

pressure do indeed correlate very well. Also, the behaviour of τG and
LF with changing air excess ratio is very similar. These similarities
are demonstrated by the red arrows drawn into both figures - the same

flame length results in the same time delay, independent of pressure
or air excess ratio.

As found in section 5.1.1, a whole range of pressure gradients of the
flame length exists, depending on the definition applied and on the

amplitude of the acoustic excitation. Interestingly, the variation of
the location of the maximum flame intensity xOHmax with siren ex-

citation exhibits a pressure exponent that is almost identical to the
exponent of the global FTF time delay τG.50 In other words, τG scales

almost proportionally with xOHmax. On the other hand, the pressure
dependence of the flame length using the center of gravity definition is
much smaller - regardless of the siren excitation level. This leads to the

conclusion that xOHmax is the best suited parameter when it comes to
correlating flame lengths and flame transfer function features - which

is consistent with the finding of section 5.3.1: The global FTF phase
behaviour is coupled to the dominant flame activity region.

49 As for the time delay, the exponents aLF and bLF are given in table 5. Note that bLF can also
be found in equations 5.3 and 5.4.

50 See figure 5.3 and compare the exponent of equation 5.6 (with excitation) to table 5.
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The good correlation of the global FTF time delay and the flame
length indicated by the red arrows in figure 5.13 can now be utilised

to derive a relation between the two parameters. Such a relation
could be useful to determine the global time delay from an averaged

stationary flame image recorded at high operating pressures, where a
full flame transfer function measurement might become very difficult.

Before relating τG and LF , the influence of the mixture fraction on
the two parameters is included in the scaling laws, so that only one

equation is sufficient to describe the behaviour with varying p and λ.

The influence of λ is accounted for by a linear variation in the exponent

of the pressure scaling law of equations 5.12 and 5.13. This procedure
does per definition give the same pressure exponents as found for the

former equations.

τG(p, λ) = da,τ p
−db,τ−kb,τλ (5.14)

LF (p, λ) = da,LF
p−db,LF

−kb,LF
λ (5.15)

In that formulation, da, db and kb are now the empirical fit parameters
to match the measured data points, as compared to a and b before.

The coefficients db and kb for both τG and LF can be determined
from the two exponents b of equations 5.12 and 5.13 at λ = 1.4 and
λ = 1.47.

−bτ |λ=1.4 = −db,τ − kb,τλ

−bτ |λ=1.47 = −db,τ − kb,τλ (5.16)

−bLF
|λ=1.4 = −db,LF

− kb,LF
λ

−bLF
|λ=1.47 = −db,LF

− kb,LF
λ (5.17)

A convenient fact here is that the factor da,τ does not depend on the

air excess ratio in the small range of λ investigated.51

51 A range extension concerning equivalence ratio measurement points is suggested if the latter
parameter is of further interest.
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Relating equations 5.14 and 5.15 does now lead to a formulation that
allows a conversion between flame length and global FTF time delay

τG(p, λ)

LF (p, λ)
= C1 p

C3 (1+C2λ) , (5.18)

with the constants C1 to C3 defined as

C1 =
da,τ

da,LF

(5.19)

C2 =
kb,τ

db,τ
=
kb,LF

db,LF

(5.20)

C3 = db,LF
− db,τ . (5.21)

In equation 5.18, the factor C3 represents the different pressure gradi-
ents of τG and LF . Note that the factor C2 can be derived from both

time delay and flame length.

Table 5 summarises the factors a and b found from the individual

least-squares fits of equations 5.12 and 5.13 to the measured data as
well as the coefficients derived for equations 5.14 to 5.21.

Table 5: Coefficients for power law pressure scaling of flame length and global time
delay. Use bar as pressure unit in equations 5.12 to 5.21.

λ a b da db kb C1 C2 C3

[−] [ms] [−] [ms] [−] [−] [ms/mm] [−] [−]
[mm] [mm]

1.4 2.233 0.309
τG 1.47 2.237 0.169

2.235 3.111 -2.001

1.4 82.55 0.089
LF 1.47 83.77 0.054

83.16 0.795 -0.504

0.0269 -0.639 -2.316

In addition, table 6 shows the underlying measurement data as well
as the respective results of the fitted power law of equations 5.14 and

5.15 together with an extrapolation to operating conditions beyond
the range of the experimental investigations.
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Table 6: Measured and calculated flame length and global time delay. The power
law calculation refers to equations 5.14 and 5.15.

Measurement Power Law

OP λ p τG LF τG LF

[−] [bar] [ms] [mm] [ms] [mm]

TD1-P1 1.30 1.1 2.22 2.13 81.7
- 1.30 2.2 1.53 73.4
- 1.30 3.0 1.32 70.0

TD1-P2 1.40 1.1 2.41 81.9 2.17 82.3
- 1.40 1.5 79.8 1.98 80.0

TD1-P3 1.40 2.2 1.75 76.6 1.76 77.2
TD1-P4 1.40 3.0 1.59 75.1 1.61 75.0

- 1.47 1.1 2.20 82.3
TD1-P5 1.47 2.2 1.95 80.4 1.95 80.0
TD1-P6 1.47 3.0 1.87 78.4 1.85 78.7
TD1-P7 1.47 4.0 1.77 78.2 1.75 77.5
TD1-P8 1.47 5.0 1.70 77.8 1.69 76.7

- 1.47 6.0 75.3 1.63 76.0
- 1.47 10 1.49 74.0
- 1.47 20 1.32 71.4
- 1.47 30 1.23 70.0

That extrapolation of the FTF phase gradient can also be checked

by recording stationary flame images at further operating points and
comparing the measured flame length against the extrapolation. An

advantage of this procedure is that a FTF measurement - that might
become very difficult at high pressures - is not necessary and equa-

tion 5.18 can be utilised to derive the global phase gradient at the
extrapolated pressure.

5.5 Summary and Conclusions

A characterisation of the TD1 flame was performed prior to the actual

FTF measurements and yielded some interesting results.

• A slight decrease of the flame length with pressure has been ob-
served. This behaviour can be attributed to rather large heat



5.5 Summary and Conclusions 109

losses of the flame to the cool combustor walls that lead to a
pressure dependency of the diabatic flame temperature and to an

increasing turbulent burning velocity with pressure. The same
effect is found to affect the LBO characteristics.

• For a quantification of the flame length variation with the oper-

ating conditions, the definition of the flame length is important.
The axial location of the maximum flame intensity for example

shows a stronger variation with pressure than the flame center of
gravity that takes the entire reaction zone into account.

• The flame length variation with pressure generally increases if

siren excitation is applied.

The following statements can be made about the flame transfer func-
tions.

• The procedure to record flame transfer functions was found to
work remarkably well. A very good reproducibility was achieved
and normalisations with arbitrary values as often reported are

not necessary.52 All FTFs show the behaviour typical for swirled
flames with one or more amplitude peaks and a global phase

decline due to the time delay between burner and flame.

• A broad global amplitude peak is observed between 150 and 300

Hz that shifts to higher frequencies for rising pressure and richer
mixtures.

• Deviations in the phase gradient occur that correlate with the

local amplitude behaviour and lead to a “wavy” phase plot.

• Up to a limit frequency of 120 Hz the phase plots of all operating
conditions are almost overlapping. At that limit a substantial

separation of the phases in the form of a deviation from the lin-
ear phase decline takes place. The magnitude of this deviation

depends on operating conditions like pressure and equivalence
ratio. At frequencies above that deviation, the phases exhibit

52 See also appendix B.
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an almost constant decline with frequency that is reduced with
rising pressure along with the reduced flame length.

• An analysis of the locally resolved heat release distribution us-

ing a high speed camera provides an explanation for the phase
behaviour observed. Up to the limit frequency of 120 Hz, a fluctu-

ating flame length is the dominant mechanism of the heat release
oscillation. Since the heat release perturbation associated with
this flame length fluctuation is insensitive to operating conditions,

the phase plots up to 120 Hz are almost identical. Above that
limit, the “conventional” convective transport of perturbations

through the flame is the dominant mechanism, and the phase
gradient varies as the flame length is influenced by the operating

conditions.

• The above finding can be generalised: Only as long as the heat
release pattern of the flame is qualitatively unchanged, global

scaling laws can be derived to describe the influence of operating
parameters on the flame transfer function. In the other case, a
global scaling law is not sufficient and a more detailed description

is needed to capture the flame dynamics.

• The distinct phase differences at high frequencies can severely
influence the stability of a system. For the present configuration

of the rig, a self-excited combustion instability occurs at high
pressures and rich mixtures. Low order modelling using the rig

geometry and the measured FTFs does confirm this instability.

• To characterise the phase behaviour with changing operating con-
ditions, a power law scaling of the global time delay was found to

give a good fit. This is an encouraging result since it points out
that in order to identify the transfer function at realistic engine

pressures of up to 35 bar, one does not necessarily have to reach
that pressure in dynamic combustion tests, but only approach it
up to a sufficiently small factor.

• The identified scaling laws reveal that the global FTF time de-

lay scales almost proportionally (same pressure exponent) with
the flame length defined as the distance from the burner exit to
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the location of the maximum flame intensity. This finding re-
sults from the FTF phase being controlled by the phase of the

dominant flame activity region. As the latter is (above 120 Hz)
located at the flame intensity maximum, the global FTF phase

is controlled by the flame length defined as the distance to that
maximum. For a constant burner velocity, the observed flame
length variation with pressure results in a proportional scaling of

the global phase drop and time delay.

• Since the scaling laws of flame length and global FTF time delay

are similar, their pressure- and equivalence ratio behaviour can
be related and the easier to determine flame length can be used to

gain information on transfer functions at high pressures without
actually measuring them.

A general conclusion from these results is a rather small direct in-
fluence of operating conditions like pressure or equivalence ratio on

the global appearance of the flame transfer function of the generic
burner. Most variations can be attributed to the indirect influence of

the non-adiabatic combustor via its effect on flame temperature and
flame length. Nevertheless, interesting features as for example the
pressure-dependent phase deviation are observed that exhibit distinct

changes of the behaviour over a comparably small variation of the
operating conditions.

Additional investigations with a varying siren excitation amplitude
have been performed to analyse the linearity of the measured flame

transfer functions and potential saturation effects. The results of these
experiments are presented in appendix A.

More information on the reproducibility and quality of the measured
transfer functions can be found in appendix B.
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6 FTFs of the Industrial Burner -
Burner Influence

In this section, the comparison of the industrial burner to the generic

TD1 burner is of main interest. For that purpose, flame shape &
behaviour and flame transfer functions are presented and compared

to the TD1. Again, the flame transfer functions were measured at
different pressures, but a variation of the air-fuel mixture fraction was

omitted.

6.1 Burner and Flame Characterisation

All results given in section 6 were obtained in perfectly premixed mode
using the same gas injection location far upstream of the burner as for

the TD1. The only difference in the gas supply is a reduced injection
hole size matched to the lower gas flows of the industrial burner to
achieve the same injection pressure drop and thus the same mixing

behaviour of air and gas. Also, potential effects of the fuel line acous-
tics due to a different pressure drop are eliminated by the matched

hole size.

Compared to the TD1, the industrial burner is smaller in size and

is operated at a lower thermal power ratio of about 36 kW/bar vs.
60 kW/bar for the TD1. Burner flow velocity, equivalence ratio and

preheating temperature are similar to the TD1, the results are thus
well comparable in terms of operating conditions. Also, the theoretical

swirl number S0 amounts to the same value of 0.6. However, due to a
higher pressure drop coefficient the relative pressure drop values are
larger. A summary of the operating points is given in table 2.

One major difference of the industrial burner to the TD1 is a bimodal

combustor flowfield associated with two meta-stable flame modes il-
lustrated in figure 6.1. Although the swirl number is about the same
as for the TD1, the mixture flow of the industrial burner does usually

not generate a vortex breakdown at the area step from the burner exit
to the combustor. Thus, no central recirculation bubble is formed and
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the flow exits the burner in the form of a swirled free jet [FES02a]. The
flame does then stabilise at a rather large distance from the burner,

where the jet velocity has diminished to a value equal to the turbu-
lent flame speed. This “lifted” flame mode is associated with a high

burner flow velocity, low combustor pressure and a low flame temper-
ature. The flame itself is distributed over a large volume and shows
a low intensity blue colour. Due to the weak stabilisation, the lifted

flame exhibits a strong sensitivity on all operating parameters influ-
encing the equilibrium position.

Figure 6.1: Anchored (left) and lifted (right) flame mode of the industrial burner,
single images taken at the same operating point with p = 5.5bar, ∆p/p
= 1% and λ = 1.05. Burner located on the left side of the images,
brightness inverted.

At high flame temperatures and low flow velocities, another flame
mode appears that is located close to the burner exit, more compact
and brighter. This “anchored” mode shows the typical conical shape

associated with the occurence of a central recirculation zone induced
by vortex breakdown. Due to this recirculation zone, the anchored

flame is well stabilised and its position is independent of flow velocity
or mixture composition changes. Interestingly, the anchored mode

does only occur at elevated pressures above 3 bar.

A rather large region exhibiting sudden transitions from one mode
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to the other separates the operating regimes of the two flame modes.
These transitions occur with a frequency in the range of 1 - 10 Hz

and are completed within about 1 ms53. Within the transition region,
the residence time of one mode is governed by the distance to the

respective limit conditions. At low frequencies, siren excitation can
trigger the flame mode transition [Sch04].

Concerning the measurement of flame transfer functions, the well-
stabilised anchored mode is the preferred choice. However, since sta-

ble anchored conditions without transitions to the lifted mode and
providing a safe distance to the flashback limit could not be achieved,
all FTFs of the industrial burner were obtained in the lifted flame

mode. The boundary between lifted flame and transition region is for
all investigated pressures located at about ∆p/p = 4% and λ = 1.2.

Adding a safety margin to this boundary leads to the operating points
for the industrial burner setup given in table 2.

Averaged flame images for varying pressure at the air excess ratio
and burner velocity of the FTF operating points are given in figure

6.2. Note the strong variation of the intensity and the location of the
flame root despite of the constant flow velocity and adiabatic flame

temperature. The reason for that strong variability of the flame root
position is considered the same as it was described in section 5.1 for
the TD1 burner - a large heat loss to the cold combustor walls leads

to a flame temperature far from adiabatic conditions. Compared to
the TD1, this effect is even stronger due to the larger flame surface in

contact with the walls and due to the lower thermal power. As a result
of the missing aerodynamic stabilisation, not only the flame length is

affected here by the non-adiabatic reaction process, but also the flame
root location. With rising pressure, the relative heat loss decreases

and the (diabatic) flame temperature rises, leading to a higher flame
speed and in turn to a shorter flame located closer to the burner.
Unfortunately, the limited optical access does not allow a quantifica-

tion of the flame length. Especially for operation at low pressure the
largest part of the flame is located downstream of the side window.

53 Note the similarities of the transition between the two flame modes encountered here with
the “Combustion Induced Vortex Breakdown” described in [FKS04] and [KFS03]
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 5.0 bar 4.0 bar

 1.75 bar  2.8 bar

Figure 6.2: Flame location and appearance in PP mode for various pressures, ∆p/p
= 6% and λ = 1.2. Images averaged over 15-30 individual recordings,
constant camera settings. The dashed line indicates the upstream
flame envelope for the low intensity images at low pressure. Burner
located on the left side of the images, brightness inverted.

A similar behaviour with a strong variation of flame intensity and
flame root location is observed for operation with different air excess

ratios. This is expected, since the diabatic flame temperature is the
main driver. Due to the large heat loss the maximum air excess ratio

achieved is even lower than for the TD1 - flame extinction takes place
in the range of 1.3 ≤ λ ≤ 1.4.

The spatial distribution of the heat release, respectively the flame
intensity, resembles the appearance of the free jet exiting the burner.
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Along the axis, high axial flow velocities occur that push the flame far
down into the combustor. In the rim regions of the jet, the velocity is

much lower and the flame is stabilised closer to the burner. Note also
the increasing curvature of the flame root towards higher pressures.

This is a result of the jet diameter increasing with the distance into
the combustor and of the relative heat losses in the near-wall regions
decreasing with rising pressure.

6.2 Flame Transfer Functions

The flame transfer function measurement setup for the industrial
burner is the same as for the TD1, with a hot wire probe mounted in

the mixing tube close to the burner exit54 and a photomultiplier tube
looking at the flame through the rear window.

Unlike the TD1, the industrial burner features a complex flow field
within the mixing tube with a high level of turbulence induced by

the shear layer between the unswirled inner and the swirled outer
flow path. The turbulent velocity fluctuations are typically one order

of magnitude larger than the coherent fluctuations generated by the
siren excitation, which leads to several difficulties. Despite the aver-
aging over a large number of samples, an error induced by turbulent

noise remains in the CTA signal and thus in the flame transfer func-
tion, this becomes apparent in the rather large scatter of the FTF

amplitude plots. Moreover, the turbulence deteriorates the CTA cali-
bration by introducing a scatter in the points defining the calibration

curve and thus an uncertainty in the calibration curve itself. Finally,
the high turbulence level constitutes a mechanical stress on the CTA
wire, limiting the operational range to below 4 bar in perfectly pre-

mixed mode. The lowest degree of turbulence is found on the axis of
the mixing tube, for this reason the CTA probe is located there.

Another difficulty associated with the complex flowfield of the indus-
trial burner is its behaviour under excitation. While for very low fre-

quencies the relative excitation u′/u is constant over the mixing tube

54 See also figure 3.7
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radius, a variation of u′/u over the radius is observed for frequencies
above about 50 Hz.55 This effect originates from the different dynamic

response of the two flowpaths to the acoustic excitation. As a conse-
quence, especially for high frequencies the measured FTFs might not

stand for the global dynamic behaviour of the burner, but only for
a part of it represented by the flow at the axis. A correct treatment
of this effect would require an averaging over the mixing tube radius

for every frequency investigated during the FTF measurement - an
unfeasible effort for the scope of this work. Nevertheless, the mea-

surement position at the axis does again give the best representation
of the global behaviour.

A last source of uncertainty is a rather low average excitation ampli-
tude u′/u of about 2% at the hot wire measurement position within

the burner achieved with the industrial burner setup. This is mainly
due to the lower burner cross section and the higher flow velocity

that increase the impedance at the burner exit56 and tend to locate
an acoustic velocity node at the CTA measurement position. Asso-
ciated with this effect is a pressure antinode at the flame location,

leading to pressure amplitudes about one order of magnitude higher
than experienced for the TD1 setup.

As a consequence of the effects described above, the quality of the IB
flame transfer functions can not be considered as high as the quality

of the TD1 FTFs. Especially the uncertainty in the CTA calibration
generates an additional error in the already sensitive amplitude plots.

Analog to the FTFs for the TD1 burner, the amplitude plots are
corrected by a photomultiplier scaling factor as derived in section 4.2.2

to compensate amplitude deviations. However, this compensation is
small compared to the errors introduced by the CTA. The resulting

amplitudes for the operating points given in table 2 are shown in figure
6.3.

The global amplitude behaviour of all FTFs measured in PP mode
on the industrial burner is similar. All plots start approximately at a

55 This effect was measured by radially traversing the CTA probe. See [Wol05] for details.
56 Note that the velocity in the mixing tube is only slightly higher than the velocity in the

generic burner. The higher flow velocity at the burner exit mentioned here is a result of an area
contraction at the exit as sketched in figure 3.7.
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Figure 6.3: Flame transfer function amplitude plots for the industrial burner, per-
fectly premixed mode, operating points as specified in table 2.

value of 1 , reach a global peak at about 90 Hz and show a subsequent

decline towards high frequencies. Note that no obvious change of
the peak frequency is observed within the investigated pressure range
comprising a factor of 2.3 - this is in line with the TD1 results also

showing very little variation of the global peak frequency. Its absolute
value of 90 Hz is however much lower than for the TD1, while the

peak amplitudes tend to be larger. Another similarity to the TD1 is
the high frequency amplitudes rising with pressure. This effect could

also be related to very low excitation amplitudes in that range at
high pressures though. Compared to the TD1, the amplitude plots
are missing the local peaks and minima at low frequencies, with an

exception being some indications of peaks below 50 Hz, especially for
operating point IB-P2. The absence of those local peaks makes the

global maximum appear more dominant.

The corresponding phase plots presented in figure 6.4 do again show

the common decline with frequency starting from a phase value of 0 in
the low frequency limit. Due to the flame location far downstream of
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Figure 6.4: Flame transfer function phase plots for the industrial burner, perfectly
premixed mode, operating points as specified in table 2.

the burner exit, the global time delay associated with the phase gra-
dient is larger than for the TD1, even though the burner exit velocity

is higher. When comparing the phase gradients of figure 6.4 to the
flame locations of figure 6.2, a close correlation can be found. With

rising pressure, the flame is located closer to the burner exit and the
global FTF phase gradient decreases.

Interestingly, the pressure-dependent deviation of the phase from the
linear decline investigated in section 5.3 is also found here, but with

a limit frequency around 30 - 40 Hz. Like for the TD1, this effect is
accompanied by a local peak followed by a minimum in the amplitude
plot. The similar behaviour of the two burners concerning the phase

deviation indicates a common mechanism causing the effect. This
appears remarkable when considering the significant differences of the

flame appearance of the two burners.

One unexpected effect is found in the phase plots of all measured

IB transfer functions. Above a limit frequency of 250 - 300 Hz, the
phase plots lose their negative gradient with frequency and start rising
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again. That behaviour is found to be an error resulting from the low
excitation amplitude, a more detailed analysis is given in appendix

C. In this section, the FTF plots have been reduced to the frequency
range where meaningful data are obtained.

Table 7: FTF global time delay for the industrial burner in PP mode.

OP Pressure τG,PP

[bar] [ms]

IB-P1 1.75 5.24
IB-P2 2.5 5.12
IB-P3 2.8 4.62
IB-P4 3.5 3.70

A summary of the global FTF time delays for the investigated operat-

ing points is given in table 7. Despite the strong variation in the global
time delay τG,PP with pressure caused by the changing flame location,

the amplitude peak remains almost fixed at a frequency of about 90
Hz. A similar result, but less visible due to the smaller variation in

τG,PP is found for the TD157. A correlation of the amplitude peak
frequency with the flame standoff distance or the FTF time delay can
thus be excluded for the cases investigated in this work. This result

is not in line with results from literature, e.g. Lohrmann [LB04], who
uses a Strouhal number derived from the axial distance burner exit -

flame intensity maximum to scale his transfer functions.

These results suggest that the mechanism generating the global am-

plitude peak at around 90 Hz can be considered independent from the
global phase decline. The rather unusual low swirl number of both in-

dustrial and generic burner and the amplitude results not fitting the
literature give rise to the assumption that the mechanism generating

the global amplitude peak in both configurations is associated with
the rather long and weakly stabilised flame and some kind of internal
dynamics within it.

57 See also section 8.1.3
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6.3 Summary and Conclusions

The main focus of section 6 was to compare the FTF behaviour of
the industrial burner to the generic setup investigated in section 5.

Operating conditions and some basic parameters like flow velocity
and swirl number are similar for the two burners, one major difference
however is the lifted flame of the IB setup. A complex burner flowfield

and a high level of turbulence deteriorate the FTF quality for the
industrial burner.

Local low frequency amplitude peaks and minima are much weaker
than observed for the TD1, and occur at very low frequencies. Nev-

ertheless, some other similarities do exist:

• With rising pressure the global FTF time delay derived from an
averaged phase gradient exhibits a strong decline that can be
attributed to an observed upstream shift of the flame.

• A global amplitude peak is observed like for the TD1, the peak
frequency however is lower by a factor of 3 - around 90 Hz vs.

260 Hz - and the maximum amplitude lies higher at a value of
around 4. Also similarly to the TD1, the global peak frequency

is almost independent of pressure. This is remarkable, since the
flame location and the associated global time delay values show
a strong dependence here. A correlation of the global amplitude

peak with the FTF phase gradient or the axial location of the
dominant heat release region can thus be excluded. Nevertheless,

an influence of the flame length can not be excluded, since the
latter could not be determined in the lower pressure range.

• Like for the TD1, a pressure-dependent deviation of the phase
from the linear decline is observed. Similar to the global am-

plitude peak frequency mentioned above, the frequency of that
deviation is smaller by a factor of 3 - 40 Hz here vs. 120 Hz for
the TD1.
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7 FTFs of the Industrial Burner -
Influence of Mixture Fraction Fluctua-
tions

After the investigation of the industrial burner in perfectly premixed
mode in section 6, this section aims at analysing the influence of mix-

ture fraction fluctuations on the flame transfer function by operating
the same burner at the same conditions in technically premixed mode
and subsequently comparing the results. Consult appendix D for an

overview of the naming conventions used concerning the FTFs.

7.1 Burner and Flame Characterisation

For the industrial burner in TP mode, the fuel injector nozzle at the

burner head is used instead of an injection location far upstream of the
burner. This has some implications on the fuel and velocity profiles

in the mixing tube when compared to PP mode, as sketched in figure
7.1.

PP Mode

TP Mode
Air

Fuel

Air/Fuel
Mixture

λ u u'/u

CTA

Figure 7.1: Sketch of the industrial burner in PP mode (upper half) and TP mode
(lower half) with qualitative illustrations of radial profiles at the CTA
location: Air excess ratio λ, axial velocity ū and turbulence level u′/ū.
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Since the injector nozzle diameter is rather small, the fuel gas is in-
jected with a high velocity. This additional momentum increases the

flow velocity in the unswirled inner duct with respect to the outer
swirled ring. At the same time the turbulence level in the inner duct

is substantially increased by the strong shear gradient between the
fuel jet and the surrounding air. Due to the high fuel momentum
at the burner axis, a radial fuel profile far from uniformity with a

rich mixture at the axis and a lean wall region is generated. At the
CTA location on the burner axis, the unmixedness factor according to

equation 4.6 is estimated58 to

Uλ |r=0 = 3 . (7.1)

The large pressure drop caused by the high fuel gas velocity in the

burner head and in the injector nozzle justifies the assumption of
an acoustically stiff injection system with an impedance approach-

ing infinity - acoustic pressure fluctuations do not affect the fuel flow
through the injector.

Since the flame is lifted off the burner, the standoff distance acts as
an extension of the mixing tube, and the influences of the different

flow field and mixture distribution on the flame between PP and TP
mode become less accentuated. Figure 7.2 shows a comparison of

the flame shape and location of the two modes for varying pressure.
While the flame shape is almost identical, the only apparent difference

is a slightly larger flame standoff distance in TP mode. The strong
dependence of the flame location on pressure does also exist in TP
mode, and for low pressures the larger part of the flame does also lie

beyond the range visible through the combustor side window.

The similarity of the flame shape and its position between PP and TP

mode is a favourable condition for a comparison of the flame transfer
functions between the two modes. Differences found in the FTFs

can now be related to the effect of interest - the mixture fraction
oscillations generated by the acoustic excitation.

58 The basis for this estimation is a measurement of the radial distribution of the velocity in the
mixing tube in both PP and TP mode. See [Wol05] for details.
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Figure 7.2: Flame location and appearance for various pressures in PP (lower half)
and TP (upper half) mode.

7.2 Flame Transfer Functions

7.2.1 Low Frequency Limit

The choked fuel injection allows to characterise the low frequency
behaviour of the burner in TP mode. For this purpose, equation 2.64

describing the response of the fuel massflow and thus the flame heat
release to velocity and mixture fraction perturbations at both injector

(I) and burner exit (B) is utilised.59 Note that this equation does not

59 See also figure 2.6.
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account for any flame dynamics, which are anyway not important for
low frequency considerations.

Since the choked fuel massflow is not influenced by the acoustic per-
turbations, only the air excess ratio at the injection location is modu-

lated by the perturbation. Because the heat release within the flame
is directly proportional to the fuel massflow consumed

Q̇ ∝ ṁf , (7.2)

the former is then also constant - provided that the convective wave-

length is large enough to assume the same phase of the mixture frac-
tion perturbation at both injector and flame. As a consequence, the
amplitude of the FTF must approach 0 for very low excitation fre-

quencies.

lim
f→0

F̂ TF TP = 0 (7.3)

In addition, a low frequency limit can be derived for the phase.

lim
f→0

ϕFTFTP
=
π

2
(7.4)

This is a necessity due to the same magnitude of u′I and u′B in equation
2.64. Note that for higher excitation frequencies u′I 
= u′B is the rule

rather than the exception.

Although the heat release oscillation and thus the transfer function

amplitude is 0 in the above case, the mixture fraction fluctuation
does still exist. Since the latter has a strong influence on the OH*

chemiluminescence intensity taken as the measure for the heat release,
the actually measured TFOH/CTA does not reflect the reality and the
amplitude is not expected to approach a value of 0.

lim
f→0

T̂FOH/CTA > 0 (7.5)

For the cases shown in this work, the response of the chemilumines-
cence intensity to a mixture fraction variation is much higher than
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the response to the actual heat release fluctuation, leading to large
TF amplitude values in the low frequency limit.

Also due to the above consideration, the phase of the measured trans-
fer function is expected to approach a value of π in the low frequency

limit.

lim
f→0

ϕ TFOH/CTA
= π (7.6)

This results from the opposite phase of the velocity perturbation and
the flame intensity for a pure mixture fraction oscillation - a higher

velocity gives a leaner mixture and less OH* radiation.

7.2.2 Measured Transfer Functions

Compared to PP mode, no changes were made to the setup for the
flame transfer function measurement. The shortcomings described in
section 6 that limit the operating range and the FTF quality do also

apply here and are even more severe. Due to the higher velocity and
turbulence level at the CTA location, the 10 µm hot wire does not

survive at burner pressures higher than 3 bar. Nevertheless, transfer
functions have been measured at pressures up to 2.8 bar, which can

be compared to the FTFs acquired in PP mode.

Figure 7.3 shows the resulting transfer function amplitudes for operat-

ing points IB-T1 to IB-T3. As expected from the previous section, the
amplitudes do not approach 0 in the low frequency limit, but start at

values ranging from 4 to 7.5, with a clear tendency of the start value
to decrease with pressure. While the plots at 2.5 and 2.8 bar converge
nicely towards the low frequency limit, the 1.75 bar plot does not,

which indicates a measurement anomaly. A more reasonable starting
value for the the 1.75 bar case would lie between 5 and 6.

The global amplitude peak at about 100 Hz observed for the PP mode
is also found here, as is the subsequent decline to amplitudes below 1.

Unlike the PP case, the frequency of that peak shows an appreciable
variation with pressure here. For rising pressure, the peak shifts to
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Figure 7.3: Transfer function (TFOH/CTA) plots for the industrial burner, techni-
cally premixed mode, operating points as specified in table 2.

higher frequencies. A peak amplitude value of 9.5 is reached for the
2.8 bar case, which is considerably higher than the maximum of 4

obtained in PP mode.

The corresponding phase plots can also be found in figure 7.3. Again,
the low frequency limit shows the expected behaviour and the plots
approach a value of π. Like in PP mode, the phase plots exhibit a

rising phase for high frequencies above 250 Hz and have been reduced
to the meaningful range below that frequency. More details on this
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effect can be found in appendix C. For low frequencies below 100 Hz,
the phase behaviour is smoother than for the PP case and the pressure-

dependent deviation of the phase from the linear decline around 40
Hz does not become apparent.

At about 90 Hz, the phase plots of figure 7.3 exhibit a bend from
a large gradient below to a much smaller one above that limit fre-

quency. Both branches are almost perfectly linear, as indicated by
the dashed lines. Interestingly, the high frequency gradient intercepts

the coordinate origin in the low frequency limit.

A table with the global transfer function time delay values, evaluated

above and below the limit frequency, is given below. Note that the
trend to lower time delay values for higher operating pressure found in

PP mode (see table 7) is also observed here. As for the PP mode, this
behaviour can be attributed to the flame location shifting upstream
with pressure. Note also that the variation of the flame location is

rather small due to the limited pressure range, as seen in figure 7.2.
Thus, also the time delay values of table 8 show little variation.

Table 8: FTF global time delay for the industrial burner in TP mode. Gradients
are evaluated above and below the bend at 90 Hz.

OP Pressure τG, OH/CTA < 90 Hz τG, OH/CTA > 90 Hz
[bar] [ms] [ms]

IB-T1 1.75 11.65 5.27
IB-T2 2.5 10.70 5.04
IB-T3 2.8 10.07 4.96

The observations described above and the values of τG, OH/CTA > 90
Hz being very similar to the respective gradients in PP mode of table

7 lead to the presumption that the steep initial phase decline can be
attributed to the influence of mixture fraction oscillations and the high

frequency behaviour is the same as in PP mode.
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7.2.3 Influence of the Operation Mode

A comparison between PP and TP mode using the example of the
flame transfer function measured for IB-T/P2 at 2.5 bar is given in

figure 7.4. Both amplitude and phase plots are indeed similar for
high frequencies, which confirms that the differences of flowfield and

mixture fraction profile between PP and TP mode do not have a
significant influence on the dynamic behaviour. As a consequence,
the difference of the transfer functions between the two modes - the

hatched region in figure 7.4 - can be solely attributed to the air excess
ratio fluctuation generated by the acoustic excitation.

While the TP amplitude can qualitatively follow the PP amplitude
for low frequencies and keep the relative separation, a steep decline of

the TP amplitude is observed beginning at a limit frequency of about
80 Hz. The two plots then quickly converge until the influence of the

mixture fraction oscillation disappears completely at about 130 Hz.
This low-pass behaviour can be explained by the short wavelength of

the mixture fraction oscillation resulting from its convective character.
As an example - with an average convection velocity of 20 m/s the

wavelength at 130 Hz amounts to only 15 cm, which is about half the
distance from the injector tip to the flame. Together with the spatial
mixing by large velocity gradients in the mixing tube and the uncon-

fined turbulent flow in the combustor before reaching the flame, this
short wavelength leads to a strong dispersion of the mixture fraction

wave and thus to a low cutoff frequency. Only for frequencies below
the cutoff limit the generated perturbation can persist and affect the

heat release rate in the flame.

The observed lowpass behaviour of the mixture fraction fluctuation

can also explain the increase of the global amplitude peaks of figure
7.3 with pressure as well as their shift to higher frequencies. As the

flame moves upstream with rising pressure, the dispersion of the mix-
ture fraction wave is reduced and the cutoff limit is shifted to higher
frequencies. As a consequence, the underlying global amplitude peak

at about 100 Hz already recognised in PP mode is becoming more
accentuated, leading to an increasing TP mode peak amplitude and a

higher peak frequency.
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Figure 7.4: Comparison of transfer functions in PP and TP mode for IB-T/P2.

Compared to PP mode, the transfer function time delay τG is extended
by an additional value τI to account for the convective delay of the

air excess ratio fluctuation in the mixing tube between injector nozzle
and CTA position - see also figure 2.6.60 As a consequence, the phase

60 Note that the hot wire probe is still located at the same position as in PP mode. The additional
time delay τI seen in the TP mode transfer function results from a different propagation velocity
of acoustic and convective waves. Since the acoustic velocities u′

B at the burner exit and u′
I at

the injector are almost in phase for the rather low frequencies occurring here, the generation of a
mixture fraction perturbation at the injector and the measurement of the velocity at the burner
exit - the reference for the TF measurement - happen at about the same instant. However, the
mixture fraction perturbation does then have to travel the additional distance from the injector
to the hot wire probe with the convection velocity, which leads to an additional time delay in the
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gradient of the TP mode transfer function is steeper than the PP
gradient for the low frequencies where the mixture fraction oscillation

is dominant. As soon as the latter has been damped out by the spatial
dispersion, the TP phase bends and the PP behaviour is reproduced

at higher frequencies.

Note that the measured TP mode transfer functions presented here are

still influenced by the chemiluminescence and CTA sensitivity on the
mixture fraction and do therefore not represent their true behaviour.

A comprehensive treatment of this topic with a procedure to remove
the systematic errors from the measured transfer functions to derive
the true TP mode FTF is given in section 8.3.

For the sake of completeness it shall be mentioned that the transfer

functions determined for this burner in TP mode with kerosene fuel
instead of natural gas look very similar to the ones obtained here.61

Especially the phases show the same behaviour observed here - a large

gradient for low frequencies and a sudden bend towards lower time
delays above the limit frequency. This is an indication that even

with the additional complexity imposed by the liquid fuel atomisation,
evaporation and only partially prevaporised (droplet) combustion the

statements made above remain valid.

7.3 Summary and Conclusions

In section 7, the focus lied on a comparison of technically and perfectly
premixed mode with the goal of investigating the influence of mixture
fraction fluctuations generated by the acoustic excitation for otherwise

identical conditions. The following conclusions can be extracted from
the results:

• Despite of different flowfields in the burner in TP and PP mode
due to the additional momentum of the fuel jet, the flame shape

and location for the two modes are almost identical. This fact is

transfer function.
61 These investigations were performed on a different rig at atmospheric pressure [EFS03a],

[EFS03b].
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the basis for a good comparability of the two modes concerning
the separation of the influence of mixture fraction fluctuations.

• The measured TP mode transfer functions are almost identical to
the PP mode FTFs for high frequencies. Effects originating from

mixture fraction perturbations are thus limited to low frequencies
up to 130 Hz. This low-pass behaviour is attributed to the short
convective wavelength, the large distance from the injector to the

flame and - most importantly - to the strong dispersion of the
mixture fraction wave in the burner and in the upstream part of

the combustor.

• The measured transfer functions do not truly represent velocity-

and heat release fluctuations, as they are influenced by the sensi-
tivity of the OH*-chemiluminescence and the CTA probe on the

air excess ratio. These systematic errors lead to large amplitude
values and the plots do not approach the required value of 0 in
the low frequency limit.

• Those systematic errors are also responsible for a phase low fre-
quency limit value of π instead of π/2. Starting from that value,

the phases show a steep decline due to the additional convective
time delay τI within the burner. As the mixture fraction fluctu-

ation vanishes at the cutoff frequency of the low-pass behaviour,
the phase exhibits a bend and the subsequent gradient is identical

to the one in PP mode.

• Rising pressure shifts the TP mode amplitude peak to higher
frequencies and results in lower phase gradients. Both effects can

be attributed to the flame location moving closer to the burner
exit and thus reducing the convective time delay. The reduced

dispersion for higher pressures does then shift the cutoff frequency
of the mixture fraction fluctuations to higher values, which leads

to a larger amplification of the underlying global amplitude peak
already recognised in PP mode and to a shift of the TP peak to

higher frequencies.
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8 FTF Modelling

In section 8.1, an analytical model is developed that can describe the
measured transfer functions. This model is applied to the generic

burner in section 8.1 and to the industrial burner in section 8.2, both
operated in perfectly premixed mode.

In section 8.3 a procedure is introduced that allows a separation of
the systematic measurement error encountered in technically premixed

mode to determine the true TP mode flame transfer function. With
that influence known, the FTF model is extended and can then also

cover mixture fraction fluctuations.62

8.1 Generic Burner

The global behaviour of any flame transfer function does in a first ap-
proximation follow a time lag model, due to the convective time delay

between the location of the acoustic velocity within the burner and
the location of the heat release somewhere in the combustor. In the

most simple form, this model comprises a constant FTF amplitude
and a linear phase decline with frequency, as given in equation 2.21.

This type of model has been applied in the previous sections to anal-
yse the measured FTF phases - see equation 5.11 and figure 5.12 for

example. However, as seen in the measured transfer functions, the real
behaviour of the flame can differ considerably from this simple model
in both amplitude and phase. Since especially the transfer function

phase is a very important parameter for the stability of a combustion
system, the FTF behaviour needs to be predicted in more detail.

8.1.1 Swirl Induced Velocity Fluctuations

Of the models introduced in section 2, Hirsch’s [HSP+05] mechanism
based on swirl fluctuation and vorticity transport is the most promis-
ing one to describe the dynamics of swirl flames and is thus applied

62 See appendix D for an overview of the FTF naming conventions applied.
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here. Unlike other approaches, his model is based on a physical anal-
ysis of the mechanism and not just on a phenomenological descrip-

tion. Only a few input parameters are required that can be provided
from experimental observations. The disadvantage is that a numeri-

cal solution has to be found due to the differential equations involved.
However, on a year 2005 personal computer this does only take a few
minutes per calculation.

τS

S E
L

r B r E r L

r (x
)

x

3 r
B

α
uE

u(x)

Figure 8.1: Sketch of the swirl model applied to the TD1 burner.

Figure 8.1 gives a sketch of the burner and flame geometry together
with the input parameters required for the model. The corresponding

parameter values are presented in table 9.

Table 9: Input parameters for the TD1 swirl model.

Parameter Unit Value

Burner radius rB mm 20
Lance radius rL mm 8
Start radius rE mm 10
Flow angle α ◦ 19
Integration length L mm 145
Swirl number S0 - 0.6
Swirl time delay τS ms 8.8
Average axial velocity uE m/s 35.3

Relative velocity perturbation
u′

E

uE
- 0.05

Of particular importance for the swirl model is the integration path
along which the vorticity transport equation 2.44 is evaluated. This
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path is approximated by a start radius rE and a cone angle α of
the flowfield after vortex breakdown. The latter has been derived

from the effective swirl number S0 according to equation 2.38 and
verified by PIV measurements of Wäsle ([Wäs05]) for the same burner.

Also, an analysis of the cone angle of the flame images gives a good
agreement with this value. In the outer limit, the integration path has
been limited to 3 rB to reflect the deflection of the streamlines by the

combustor walls. This does, however, only affect the last few percent
of the flame and has little influence on the results.

r(x) = min [rE + x tanα, 3 rB] (8.1)

Along the integration path, the axial velocity is assumed to decline
with the radius according to a hyperbolic law. The flowfield mea-
surements referenced above do also verify this particular behaviour,

showing a constant velocity for r(x) < rB and a hyperbolic decline for
a larger radius. This is modelled as

ū(x) =
ūE rB

max [r(x), rB]
. (8.2)

Another important parameter is the swirl delay τS describing the con-
vective time delay between swirl generation at the tangential slots (S)

and its arrival at the burner exit (E). This value can be calculated by
integrating the local axial velocity over the burner length according
to

τS =

xE∫
xS

dx

u(x)
. (8.3)

The swirl time delay is responsible for the decoupling of the swirl fluc-
tuation from the axial velocity fluctuation at the burner exit and does

thus strongly influence the vortex dynamics. Note that a dispersion of
the swirl wave during convection to the flame is not taken into account
in this model, since the degree of dispersion is difficult to determine

and damping effects are anyway taken into account by another part
of the model.
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With the parameters provided above, equations 2.44, 2.47 and 2.49
can be utilised to numerically calculate the induced velocity fluctua-

tion u′	(x, t), which is considered proportional to the local heat release
fluctuation. The former is then subject to a numerical integration over

the flame length L that is weighted with the averaged local heat re-
lease ¯̇Q(x) according to equation 2.50 to obtain a global measure for
the heat release fluctuation u′F . Unlike [HSP+05], the measured lo-

cal heat release distribution derived from an analysis of the averaged
flame images was utilised here instead of assuming a typical distri-

bution. This is actually the only point to differentiate the individual
operating points, since flowfield and velocity magnitude do not change

with pressure as shown in section 3.4 and the tiny change of the flow
velocity generated by the different equivalence ratios is neglected here.

To reduce the computing time, the measured heat release distribution
with an axial resolution of about 0.3 mm63 was approximated by a

polynomial prior to the numerical integration. The order of the poly-
nomial was chosen high enough to sufficiently reproduce the axial heat
release distribution.64 After integration, the resulting time series of

u′E and Q̇′
S (u′F , respectively) are Fourier-transformed to derive the

frequency response and evaluated in the same manner as the FTFs

determined experimentally. Also, the frequency steps are chosen to
match the frequencies investigated experimentally. The result is then

of the form of a measured FTF

FTFS(f) =
uE

Q̇S

Q̇′
S

u′E
(f) . (8.4)

Figure 8.2 shows a typical result of the swirl model with amplitude and
phase plotted over frequency. The amplitude plot shows two maxima
and a trend of the amplitudes to decline with rising frequency. Note

that the amplitude at the maxima is generally rather low - this is
due to the low swirl number and the related small cone angle of the

TD1 flow field in the current configuration. For a larger swirl number,
the maximum amplitude shows an over-proportional rise, as expected

from equation 2.44 and verified by the experiments of [Fis04].
63 See figure 5.2 for an example.
64 Here: 15th order.
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Figure 8.2: Swirl model transfer function FTFS, operating point TD1-P1.

The phase plot in figure 8.2 shows a strong decline with frequency

that is a hint towards a large time delay in the system. Indeed, the
phase decline correlates roughly with the sum of the two time delays

τS from the swirler to the burner exit and τG from the burner exit
to the average heat release location of the flame. Especially the large
value of τS is responsible for the strong decline seen here.

The model described up to now does only predict the heat release

fluctuation Q̇′
S resulting from a vorticity perturbation. Since Q̇′

S is
related to the burner velocity perturbation according to the FTF def-
inition, the typical transfer function behaviour is not yet produced.

This can be seen in the amplitude not approaching 1 and the phase
not approaching 0 in the low frequency limit. A second part of the
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model is thus needed to describe also the direct influence of the burner
velocity perturbation on the heat release, which takes the form of a

global time delay model as described in the next section. The final
model is then derived from an additive superposition of the two parts,

where the heat release fluctuation from vorticity can be thought of as
“riding on top” of the fluctuation from the velocity perturbation.

8.1.2 Second Order Time Delay

The most simple time delay model to be applied to characterise the

heat release response to a velocity perturbation at the burner exit65 has
a constant amplitude of 1 and a constant phase decline with frequency

due to a single time delay parameter τM

FTFτ (f) = e−iωτM with ω = 2πf . (8.5)

Superposition with the swirl model does then give the complete FTF

model

FTFτ,S(f) = e−iωτM + FTFS(f) . (8.6)

Both FTFτ and FTFτ,S are plotted in figure 8.3 together with the
FTF determined experimentally for operating point TD1-P1. For the
models, the time delay parameter τM has been set to the overall time

delay determined from the experiment τG
66 and the respective axial

heat release distribution has been used for the swirl model.

While the pure time delay model is a very rough approximation, figure
8.3 clearly shows that the superposition FTFτ,S of swirl and time delay

model can resolve the local peaks in both amplitude and phase plot.
This is a confirmation that the approach chosen here does indeed

reflect the experimental truth.

However, some deficiencies still exist. As seen in figure 8.3, a broad

global peak with amplitude values ranging from 1.5 to 2 exists between

65 See equation 2.21 in section 2.2.
66 See table 6.
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Figure 8.3: FTFτ and FTFτ,S compared to the experimental FTF at TD1-P1.
Model time delay τM = τG.

150 and 300 Hz that cannot be resolved by the model. Also, the con-
stant average amplitude value of 1 delivered by the simple time delay

models of equations 8.5 and 8.6 does not reflect the global behaviour
of low amplitudes < 1 for high frequencies. Furthermore, the mea-
sured phase values show a trend to lie above the values of the linear

fit at low frequencies and vice versa for high frequencies, as already
illustrated in figure 5.12. Although that trend is not very strong, it

can be found in all measured transfer functions.

As a consequence of these shortcomings, an extension of the time delay

model is proposed below that is able to overcome the described defi-
ciencies and to match the modelled to the experimentally determined
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transfer functions.

For this purpose, the approach utilised by e.g. Pankiewitz [Pan04]

(and also Khanna [Kha01]) as described in section 2.2 is used here.
He proposes an extension of the simple time lag by a higher order dy-

namics part that includes the influence of the time-derivatives of both
the excitation variable u and the heat release fluctuation Q̇. Using

these derivatives, any flame behaviour that is characterised by linear
differential equations with constant coefficients in the time domain

can be mapped.

This approach enables Pankiewitz to reproduce a measured transfer

function with good accuracy, with the order of the additional dynamic
terms utilised being nα = 2 and nβ = 1.67 However, the clear disad-

vantage of this method is that it quickly generates a high number
of parameters whose physical interpretation might be difficult. For
example, his approximation of a rather simple transfer function with

two local peaks requires a set of 12 parameters. It is therefore not
recommended to apply this method on a general basis. In the cases

investigated in this work, the details of the transfer function behaviour
are already explained with high accuracy by the swirl model. Thus,

only a global description of the remaining flame dynamics is required
and the number of free parameters is kept low. One weak point of that
approach, however, is its empirical nature - the higher order dynamics

extension proposed here is not, as for example the swirl model, based
on a clear physical understanding of the underlying mechanisms.

To take the dyamic effects observed here into account, a reduced vari-
ant of Pankiewitz’s time delay model is applied - consult equations 2.32

to 2.35 as a reference. From the variables of equation 2.22 or 2.23, the
time delay distribution parameter ∆τM is omitted, since the effects of

interest can also be shown without. However, a future refined model
could also include this parameter to better predict the high frequency

behaviour. Also, the dynamic model of equation 2.32 is restricted to
nβ = 0, this implies no qualitiative change. A corresponding reduction

of nα to values lower than 2 is however not possible. Since only one
global peak needs to be modelled, a restriction to nm = 1 is sufficient.

67 See equation 2.32.
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The resulting model is then - equivalently to equation 2.26 - of the
form

FTFτ,D(f) = FTFτ · FTFD (8.7)

FTFτ,D(f) =
e−iωτM

(α2 iω)2 + α1 iω + 1
. (8.8)

FTFD represents the classical PT2 behaviour known from control the-

ory with a resonance peak at an eigenfrequency ω0 = 1
α2

and a 180◦

phase shift at that frequency.68 The damping parameter α1 controls
the amplitude at the eigenfrequency and the extension of the phase

shift along the frequency axis. An example for such a second order
time delay model is given in figure 2.3. Note especially the phase shift
of 180◦ occurring at the frequency of the global amplitude peak.

To derive the final model, the simple time delay in equation 8.6 is

replaced by the higher order dynamics model

FTFτ,D,S(f) = FTFτ,D + FTFS(f) (8.9)

FTFτ,D,S(f) =
e−iωτM

(α2 iω)2 + α1 iω + 1
+ FTFS(f) . (8.10)

This extended time delay model together with the swirl induced be-
haviour does now allow for a very detailed reconstruction of the mea-

sured transfer functions, as shown in figure 8.4 for the same case as
earlier in figure 8.3. Both amplitude and phase plot are now matched
astonishingly well, compared to the simplicity of the model extension:

• The broad global amplitude peak in the frequency range between

150 and 300 Hz is reproduced.

• The amplitude trend to values < 1 at the high frequency limit is

captured.

• Even the slight tendency of the phase plot to lie above the linear
fit at low frequencies and below that line at high frequencies69

68 α2 is thus referred to as resonance parameter.
69 See figures 5.12 and 8.3 for example.
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is now matched. That behaviour is associated with the phase
shift of 180◦ generated by FTFD at the frequency of the global

amplitude peak.

These improvements are a strong hint that the extension FTFD pro-
posed here does indeed reflect what is happening in reality.
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Figure 8.4: FTFτ,D,S compared to the experimental FTF at TD1-P1.

Two more examples demonstrate the close coherence of the model

and the experimental FTFs also at elevated pressures and different
air excess ratio settings, see figure 8.5. However, one general tendency
observed in the model results is an overestimation of the swirl influ-

ence in the low frequency region up to about 150 Hz. This becomes
apparent in both amplitude and phase plot, where the swirl-induced
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maxima and minima are overpredicted. Above that frequency, the
agreement is very good.
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Figure 8.5: FTFτ,D,S compared to the experimental FTF at TD1-P4 (left) and
TD1-P8 (right).

Note that the model FTF at TD1-P1 as shown in figure 8.4 has been

determined with a different swirl time delay τS (9.6 instead of 8.8
ms) and burner exit velocity uE (32.1 instead of 35.3 m/s). This

is necessary to account for the deviating burner pressure drop ∆p/p
during the FTF measurement.70 Not applying these corrections would
result in a frequency mismatch of the local FTF features generated by

the swirl model.

70 See also table 2.
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As a recapitulation of the findings of this section it can be stated that
the swirl model together with a simple time delay model delivers a

good approximation of the phase plot and can reproduce the local
behaviour with minima and maxima of amplitude and phase. That

model is however not sufficient to describe the global behaviour of
the flame transfer function - a broad amplitude peak between 150
and 300 Hz, a subsequent decline to amplitudes below 1 and a phase

that lies above the average gradient for low frequencies and below for
high frequencies. An extension of the time delay model comprising

2nd order dynamics is needed to reproduce the global behaviour as
described above. The final model does then match the measured data

with a very high accuracy.

The behaviour leading to the model extension described above was

also observed in the results of Fischer [Fis04] and Kunze [Kun04]71 on
the same burner, but only for the low swirl settings also applied here.

As shown in [Fis04], raising the burner swirl number increases the
low frequency amplitude peaks and reduces the amplitude at higher
frequencies. The latter effect seems to be related to the compact

and well stabilised flame at high swirl that reduces the degrees of
freedom of local heat release fluctuations within the flame. However,

one general conclusion thereof is that the necessity of applying the 2nd

order time delay model introduced here might be limited to cases with

a low burner swirl number.

8.1.3 Pressure Scaling

After developing a model that is able to reproduce the measured FTFs
it is now interesting how the model parameters scale with pressure and

air excess ratio. Four parameters remain to define the FTF model -
the heat release distribution as the only variable to influence the swirl

part, the higher order dynamic parameters α1 & α2 and τM to char-
acterise the time delay. Since the axial heat release distribution and
thus the whole swirl part of the model is given by the flame imaging

results, only the time delay and higher order dynamics parameters

71 And also in the work of Auer [Aue05].
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are investigated here. In order to determine these parameters for the
individual operating points, a Matlab routine was developed that per-

forms a least squares fit to the experimental FTF data with α1, α2,
τM as variables. Table 10 gives the results.

Table 10: FTF model parameters resulting from a least squares fit to the experi-
mental FTFs.

Operating Point τM α1 α2

[ms] [ms] [ms]

TD1-P1 1.202 0.352 0.626
TD1-P2 1.183 0.408 0.727
TD1-P3 0.945 0.271 0.536
TD1-P4 0.816 0.253 0.525
TD1-P5 1.079 0.235 0.566
TD1-P6 1.028 0.258 0.553
TD1-P7 1.045 0.241 0.505
TD1-P8 0.863 0.223 0.550
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Figure 8.6: Correlation of damping parameter α1 and resonance parameter α2.

As a first result, a correlation between α1 and α2 was detected - as
shown in figure 8.6 - that allows for a further reduction of the inde-
pendent variables by making use of the approximation

α1 [ms] = 0.835α2 [ms] − 0.199 . (8.11)
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As discussed in the context of equation 2.27, the PT2 behaviour de-
scribed by the parameters α1 and α2 can be interpreted as the result of

the interaction of two PT1 elements. Since the time constants τ1 and τ2
of these elements are closely related in the form of a conjugate-complex

pair, also the parameters α1 and α2 in the equivalent formulation of
equation 8.8 are connected. Expression 8.11 captures that correlation.
As the 2nd order dynamics model in general, 8.11 is an empirical re-

lation, the actual parameter values can only be determined from the
experiment. The underlying physics remain unclear as long as the

mechanism described by FTFD is not identified.

Since a constant peak amplitude at the eigenfrequency ω0 = 1/α2 is

obtained for α1 ∝ α2, the correlation of equation 8.11 showing an
over-proportional rise of α1 with α2 describes a slight increase in the

peak amplitude for increasing eigenfrequency.
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Figure 8.7: Pressure scaling of model time delay τM and resonance parameter α2.

After eliminating α1, α2 and τM remain to characterise the model
behaviour, both are plotted in figure 8.7 over pressure. Note the

similarities to figure 5.13 - both parameters exhibit a decline towards
rising pressure and decreasing air excess ratio.
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Table 11: Coefficients for power law pressure scaling of model time delay τM and
resonance parameter α2 according to equations 8.12 and 8.13. For eval-
uation use the following units: bar for pressure, ms for τM and α2.

Parameter λ a b

1.4 1.232 0.362
τM 1.47 1.319 0.227

1.4 0.565 0.067
α2

1.47 0.593 0.072

Similar to section 5.2, power laws analog to equation 5.12 can be

found to characterise the decrease of τM and α2 with pressure. The
corresponding values of a and b are given in table 11.

τM = aτM
p bτM (8.12)

α2 = aα2
p bα2 (8.13)

In figure 5.13, the global time delay value derived for the operating

point TD1-P2 at 1.1 bar and λ = 1.4 was considered an outlier, since
that point lies significantly above the power law trendline. The model

results derived here show that this behaviour is caused solely by a
deviation of α2, the model time delay parameter τM lies perfectly on
the trendline. As a consequence, α2 of TD1-P2 was not considered in

the derivation of the power law for λ = 1.4.

8.1.4 Extrapolation to Realistic Engine Pressures

With the model developed so far and using some of the experimental
data, it is now possible to perform extrapolations of the modelled

flame transfer function to realistic engine pressure levels. A major
benefit of this procedure - in comparison to the method of section 5.4

based on τG only - is that the extrapolation is not limited to a global
time delay scaling, but can generate a transfer function comprising all

details of amplitude and phase.

Similar to the pure time delay extrapolation given in table 6, the ex-
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trapolation procedure derived here is applied to the series of operating
points at the air excess ration of λ = 1.47. The necessary steps are

summarised as follows:

1. Apply equation 5.15 and table 5 to extrapolate the flame length

LF to the pressure of interest p.

2. Scale the axial coordinate of the axial heat release distribution
at one reference pressure pref with the ratio of flame lengths

LF,p /LF,pref . This implies that the axial heat release distribu-
tion between reference and extrapolated pressure does not change

qualitatively.

3. Implement the axial heat release distribution derived in step 2
into the swirl model of section 8.1.1 to generate the swirl part of

the transfer function model FTFS.

4. Apply equations 8.12 and 8.13 with the parameter values of table
11 to derive the 2nd order time delay model parameters τM and

α2 for the extrapolated pressure.

5. Use equation 8.11 to find the damping parameter α1 for the ex-
trapolated pressure.

6. Build the extrapolated FTF from the two parts using equation

8.10.

Figure 8.8 shows the FTFs resulting from an extrapolation according

to the above procedure for an air excess ratio of λ = 1.47. The
axial heat release distribution of TD1-P8 at a pressure of 5 bar was

taken as a reference, the extrapolated pressures are 10, 20 and 30 bar.
Additionally, a backward application of the extrapolation procedure

to a pressure of 2.2 bar was performed as a cross-check.

While the FTF behaviour at different pressures is similar at low fre-

quencies, two general trends can be extracted from the high frequency
region of the extrapolated transfer functions:

• A shift of the broad global amplitude peak between 150 and 350
Hz towards higher frequencies. The decrease of the resonance
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Figure 8.8: Extrapolated FTFs at λ = 1.47, Reference: TD1-P8 at 5 bar.

parameter α2 is responsible for this behaviour. Also, the slight

increase of the peak amplitudes due to the overproportional scal-
ing of the damping parameter α1 as indicated above is found

here.

• A major reduction of the phase drop, especially at higher fre-
quencies. This is caused by both a reduction of the time delay

parameter τM and the above-mentioned resonance shift to higher
frequencies.

Especially the second point is of major importance for the practical

application, the FTF phase difference of more than π/2 observed be-
tween 2.2 and 30 bar at around 300 Hz can render a stable combustion
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system unstable or vice versa. This effect is even stronger at richer
equivalence ratios due to the rise of the exponents of the pressure

scaling laws.

Compared to the phase plots of the experimental results shown in fig-

ures 5.6 and 5.7, the change of behaviour from almost identical phases
below 120 Hz to a clear separation above that frequency is visible, but

less pronounced in the model results of figure 8.8. The reason for
this behaviour is probably found in additional flame dynamics not

captured by the model - for example a variation of the flame length
during an excitation cycle as discussed in section 5.3.

8.2 Industrial Burner, Perfectly Premixed

In this section, the model developed above is applied to the industrial

burner setup and compared to the flame transfer functions presented
in section 6. Again, the model consists of two parts - the swirl part
and the dynamic time delay part. A sketch of the burner setup as

used for the swirl part is given in figure 8.9.

ES B
L

r E

F

α

τS τBE

Figure 8.9: Sketch of the swirl model applied to the industrial burner.

Unlike the TD1 flame, the flame of the industrial burner investigated
here is not stabilised by a central recirculation zone, but at an axial

location far downstream, where the turbulent flame speed equals the
axial flow velocity. This stabilisation mechanism is rather weak, and
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small changes like the decreasing relative heat loss to the walls with
rising pressure do significantly modify the flame position. The flow-

field in the combustor has the form of a turbulent swirled jet without
vortex breakdown and with weak corner recirculation zones. Due to

the lower flow velocity at larger radii, the flame can propagate fur-
ther upstream in the outer regions of the combustor and the flame
envelope shows a characteristic V-shape as illustrated in figure 6.2.

Combustion induced vortex breakdown (CIVB) does not occur in the
operating regime where FTFs have been measured.72

After entering the combustor, the axial flow velocity decreases hyper-
bolically according to the following law that has been determined by a

fit to PIV measurement data of the same burner acquired in a different
test rig [FES02a].

uB(x) =
uB,0

1 + 35 x
, x...[m] (8.14)

Due to the large flame standoff distance of the industrial burner, a

modification of the original swirl model is required. The sketch in
figure 8.9 provides an overview. In the modified swirl model, the

flame offset is accounted for by moving the reference plane (E) as
the starting point for the integration along the streamline from the

burner exit (B) to the position in the combustor where the flame root
is located. For the model, the turbulent jet from the burner exit to
the flame root is thus considered a part of the burner. In detail, a

number of changes to the original TD1 model are required to adapt
the swirl model to the new conditions:

• The swirl time delay τS from the swirler to the burner exit is
increased to τSE by an additional amount τBE from the burner

exit to the reference plane at the flame root. The latter can be
determined by integrating equation 8.14 in that range.

• Due to the velocity decay in the combustor, uE,0 instead of uB,0

is used as an input to the numerical procedure delivering FTFS.
72 For high pressure and a nearly stoichiometric mixture CIVB has been observed though. The

flame does then stabilise directly at the burner exit in the anchored mode illustrated in the left
image of figure 6.1.
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Nevertheless, the velocity reference to determine the swirl trans-
fer function remains at (B) to ensure comparability to the exper-

imental results.

• Similar to the velocity decay, also the swirl number S0 and with
it the flow angle α of the turbulent jet decrease along its path

through the combustor due to momentum exchange with the am-
bient gas.

• Since parts of the flame are beyond the visible range of the side
window for all investigated operating conditions, no axial flame
intensity distribution can be derived from camera images. A sym-

metrical Gaussian distribution as used by Hirsch [HSP+05] is thus
assumed. The associated flame length is estimated.

With these modifications, the swirl transfer function FTFS for the
industrial burner can be determined. Note that the quality of the
current model is lower than the one for the TD1 burner due to the

estimates for swirl decay and heat release intensity distribution.

As for the TD1 burner, the second part of the model is a dynamic
time delay of second order. To determine the model parameters, the
same least squares fit routine was applied. One extension is necessary

here to obtain a good fit to the experimental data - the order of the
enumerator of Pankiewitz’s time delay model given in equation 2.32

is set to 1 instead of 0. This implies the introduction of an additional
parameter β, whose main impact is an amplification of the amplitude

at higher frequencies and an additional phase shift of +90◦ in the high
frequency limit. With the introduction of β, equation 8.10 extends to

FTFτ,D,S(f) = e−iωτM
β iω + 1

(α2 iω)2 + α1 iω + 1
+ FTFS(f) . (8.15)

An example of the dynamic time delay behaviour with and without the
influence of β is illustrated in figure 8.10 using the parameter values
determined for TM-P1. Another extension of the model to include a

time delay dispersion ∆τM has been tested, but gives no significant
further improvement.
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Figure 8.10: Dynamic time delay model FTFτ,D with (8.15) and without (8.10) the
additional parameter β. Pure time delay model FTFτ as reference.
Parameter values for IB-P3, taken from table 12.

In the time-domain, the now necessary additional parameter β rep-
resents an additional dependence of the fluctuating heat release on
the first time derivative of the velocity perturbation du′B/dt within

the burner. The differential equation describing the flame behaviour
of equation 8.15 (without the swirl part) in the time domain is then

given as follows.

α2
2
d2Q̇′(t)
dt2

+ α1
dQ̇′(t)
dt

+ Q̇′(t) =
Q̇

uB

(
u′B(t− τM) + β

du′B(t)

dt

)
(8.16)

A physical relevance of the additional term with the time derivative of

the burner velocity fluctuation can not be excluded, but more likely
this is a measurement artefact of the non-uniform frequency response
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Table 12: Model parameter values for the industrial burner in PP mode.

Parameter Unit IB-P1 IB-P2 IB-P3

p bar 1.75 2.50 2.80

uB,0 m/s 40 40 40
SB,0 - 0.6 0.6 0.6
τS ms 3 3 3
uE,0 m/s 8 10 11
SE,0 - 0.16 0.2 0.22
τBE ms 8 6 5
τSE ms 11 9 8
LF mm 160 140 140

τM ms 4.22 4.05 3.56
∆τM ms - - -
α1 ms 1.21 1.77 1.00
α2 ms 1.51 2.03 1.55
β ms 2.89 6.70 2.62

of the burner flow velocity to excitation73. Since the velocity measure-

ment at the CTA location does only partially represent the burner
velocity fluctuation, a systematic error in the measured FTF is likely,

which in turn may cause the additional dynamics. In that case, the
second order dynamics model would be the same as for the generic

burner - without the additional parameter β.

A summary of the parameter values of the swirl and dynamic time

delay models is given in table 12, and an example illustrating the
quality of the model fit to the experimental data is presented in figure
8.11. Similar to the TD1 model, the agreement with the measurements

is good. Modelling efforts for IB-P4 and IB-P5 have been omitted,
since no additional findings are expected and these operating points

can not be compared to the technically premixed case as discussed in
the next section.

With the exception of τM that is decreasing with pressure as expected,
the dynamic model parameters do not show a clear dependence on

pressure like in the previous section. This is supposed to emanate
from the low quality of the measurement data used as basis for the

73 See section 6.2, page 116.
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Figure 8.11: FTFτ,D,S compared to the experimental FTF at IB-P2.

model fit. However, the fact that the frequency and amplitude value

of the global peak at about 100 Hz is similar for all operating points
indicates that the time delay model parameters are not independent

and a relation between two or more of them analog to equation 8.11
exists. Compared to the TD1 model, the values of α2 are substan-
tially larger and generate the lower peak frequency of about 100 Hz

(vs. about 250 Hz for the TD1). Although the damping parameter
α1 is also larger, the amplification caused by β overcompensates the

damping, which results in generally higher global peak amplitudes in
the range of 2.5 - 4.

In general, the relative importance of the swirl contribution to the
model is lower than for the TD1. This is caused by the swirl decay
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on the way from the burner exit to the flame root. Also, the already
low amplitude of the swirl part of the model is diminished quickly

with rising frequency, which limits its influence to the low frequency
region below 100 Hz. The resulting transfer functions are thus clearly

dominated by the global behaviour induced by the 2nd order time
delay. Nevertheless, the local peak and the associated deviation from
the linear phase drop at about 30 Hz is well reproduced, leading to the

conclusion that this feature is indeed caused by the swirl fluctuation.
A comparison of the model plots for operating points IB-P1 to IB-P3

as given in figure 8.12 shows indications that the pressure dependent
deviation of the phase from the linear decline at about 30 Hz, which

has been pointed out in section 6.2, is also reproduced by the model.
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Figure 8.12: Model FTFs for IB-P1 to IB-P3.
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8.3 Industrial Burner, Technically Premixed

After presenting a model to fit the measured transfer functions in the
perfectly premixed case, this section discusses the mixture fraction

fluctuations occurring in the transfer functions of the industrial burner
in technically premixed mode as reported in section 7. A model is

derived that is able to separate the systematic errors induced by the
mixture fraction fluctuation on the flame OH* intensity and on the hot
wire measurement74 and to extract the true flame transfer function of

the TP mode. The comparison of the PP and TP mode FTFs results
in a formulation for the influence of the mixture fraction fluctuation

on the flame transfer function. The knowledge of the latter does then
allow to define another model for the mixture fraction influence and

to predict transfer functions for the TP mode.

FS B

τS

τ I

I

τG,PP

Figure 8.13: Sketch of the industrial burner in TP mode with time delays.

In technically premixed mode, fluctuations of the fuel-air mixture frac-
tion occur due to the limited mixing length available. These fluctua-
tions are formed by the acoustic perturbations of air and fuel mass flow

at the injector nozzle and are subsequently convected to the burner
exit and further on into the flame with the local flow velocity. To ac-

count for this convection process, a time delay τI from the injector to
the burner exit is introduced. Strong shear gradients and a high level

74 See sections 4.1.3 and 4.2.3.
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of turbulence lead to a large spatial dispersion of any mixture fraction
perturbation, this is modelled here by introducing a distribution of the

time delay described by a characteristic dispersion parameter ∆τI . A
sketch is given in figure 8.13.

One important assumption of the model presented here is that the
mixture fraction perturbations represent an additional effect and the

dynamics observed in perfectly premixed mode do also occur here.
This assumption is justified by a very similar flame form and location

observed in PP and TP mode, as shown in figure 7.2. The mixture
fraction perturbations can then be considered to ride “on top” of the
PP mode dynamics.

8.3.1 Extraction of the Influence of Mixture Fraction Fluc-

tuations

As discussed in section 2, the heat release perturbation of the flame

can be split into its components according to

Q̇′

Q̇

∣∣∣∣∣
u′

B, λ′
B

=
(SF ·AF )′(
SF · AF

) ∣∣∣∣∣
u′

B, λ′
B

− λ′F
λF

∣∣∣∣
λ′

B

, (8.17)

where the first term represents the overall response of the flame speed
and its surface area to both velocity and mixture fraction pertur-
bations. That relation can be decomposed into the contributions of

velocity and air excess ratio and linked to those perturbations at the
burner exit B by introducing flame transfer functions.

Q̇ ′

Q̇
= FTFu

u′B
uB

+ FTFλ
λ′B
λB

(8.18)

In equation 8.18, FTFu is equivalent to the transfer function obtained
in PP mode, while FTFλ is the extension for TP that takes the ef-

fects of a mixture fraction fluctuation at the burner into account. The
transfer function of the flame heat release to the burner velocity fluc-
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tuation in the technically premixed case is then expressed as

FTFTP =
Q̇ ′

Q̇

uB

u′B
= FTFPP + FTFλ

λ′B
λB

uB

u′B
. (8.19)

Note that FTFλ is scaled by the relation between velocity and air
excess ratio fluctuation at the velocity measurement location within

the burner, which are not necessarily the same. The identification of
the mixture fraction transfer function FTFλ can now be performed by

a subtraction of the two transfer functions FTFTP and FTFPP .

Unfortunately, the OH* radiation intensity I used as the measure

for the heat release in the experiment does not only depend on the
fuel flow into the flame, but also on the air excess ratio. This latter

dependence is non-linear and characterised by an exponent KOH .75

IOH∗ ∝ SF · AF

λKOH

F

(8.20)

Equation 8.20 was derived by Higgins [HML+01] from chemilumines-
cence measurements and is also used by Schuermans [SBG+04]. Again,

a linearisation is performed that gives an expression similar to equa-
tion 8.17.

I ′OH∗

IOH∗
=
S ′

F · A′
F

SF · AF

−KOH
λ′F
λF

(8.21)

This similarity can be used to derive

I ′OH∗

IOH∗
= FTFPP

u′B
uB

+ FTFλ
λ′B
λB

+ (KOH − 1)FTFλ
λ′B
λB

, (8.22)

where the first two terms represent the heat release fluctuation Q̇′/Q̇
according to equation 8.18 and the third term captures the systematic

75 Since all operations are performed at constant operating pressure, the influence of p on the
chemiluminescence intensity is not considered in the equations of this section. However, the im-
pact of an acoustic pressure fluctuation on the OH* chemiluminescence emission and the CTA
measurement is generally not negligible. That influence is presented in section 4.1.4 and 4.2.4.
Furthermore, a method to directly correct the measured FTFs is found in equation C.4.
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error SEOH due to the sensitivity of the OH* emission on the fuel mass
fraction.76 Note that the negative sign of the KOH-term in equation

8.21 is transferred into FTFλ in 8.22. FTFλ does thus approach a
phase value of π in the low frequency limit, as demonstrated later in

figure 8.14.

A second error has to be corrected in the measured CTA signal uB,m.

As shown in section 4.1.3, the CTA does not only detect the real
velocity uB, but also has a sensitivity to air excess ratio fluctuations

that introduce an error signal uB,λ according to equation 4.3.

Taking both measurement deviations into account leads to an expres-

sion defining the actually measured flame transfer function in the TP
case

TFOH/CTA =
I ′OH∗

IOH∗

uB

u′B + u′B,λ

, (8.23)

or with substituting equation 8.22 to

TFOH/CTA =
FTFPP + FTFλ

λ′
B

λB

uB

u′
B

+ (KOH − 1)FTFλ
λ′

B

λB

uB

u′
B

1 +
u′

B,λ

u′
B

. (8.24)

Before this expression can be evaluated, the relations between λ′B and
u′B as well as between u′B,λ and u′B need to be analysed. For that pur-

pose, additional transfer functions TF are introduced. For example,
the air excess ratio fluctuations at the CTA measurement position
in the burner (B) and at the fuel injection position (I) link with a

convective time delay (distribution) TFIB,λ according to

λ′B
λB

=
λ′I
λI

TFIB,λ . (8.25)

The air excess ratio fluctuation at the injector can be further split up

into the fluctuation of its components air velocity uI and fuel mass
76 KOH is determined from a steady-state calibration over λ as presented in figure 4.5 (see also

equation 8.38). Note that equation 8.22 is only valid if the response of heat release and OH*-
intensity to a variation of the air excess ratio for any excitation frequency is the same as obtained
in the steady-state calibration.
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flow ṁf . The former is then linked back to (B) by an acoustic transfer
function TFIB,u, leading to

λ′B
λB

=

(
u′B
uB

TFIB,u −
ṁ′

f

ṁf

)
TFIB,λ . (8.26)

A similar consideration gives a replacement of the term in the deno-

minator of equation 8.24

u′B,λ

u′B
= KuB

TFIB,λ , (8.27)

with

KuB =
u′B,λ

u′B

∣∣∣∣
ω=0

. (8.28)

Substituting equations 8.26 and 8.27 into 8.24 results in the definition
of the measured flame transfer function in TP mode

TFOH/CTA =
FTFPP + FTFλ

(
TFIB,u TFIB,λ − ṁ′

f

ṁf

uB

u′
B
TFIB,λ

)
1 +KuB

TFIB,λ

+
(KOH − 1)FTFλ

(
TFIB,u TFIB,λ − ṁ′

f

ṁf

uB

u′
B
TFIB,λ

)
1 +KuB

TFIB,λ
.(8.29)

In many cases, simplifications can be applied to expression 8.29. These
are:

1. Choked fuel injector

If the fuel pressure drop over the injector nozzle is high enough,

the fuel flow is independent of any acoustic perturbation in the
combustion air or in the fuel system. In other words, the acoustic

impedance of the fuel nozzle Zf = p′f/u
′
f approaches infinity.

ṁ′
f

ṁf

= 0 (8.30)
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2. Acoustic compactness

If the distance between two locations is much smaller than the

acoustic wavelength for the highest frequency of interest, the
acoustic variables at those locations can be considered identical.
Applied to the locations of fuel injector and velocity measurement

in the current case, the assumption of acoustic compactness leads
to

u′I
uI

=
u′B
uB

and TFIB,u = 1 . (8.31)

3. Same location of fuel injector and velocity reference

This eliminates the transfer function between the two locations.

TFIB,λ = 1 (8.32)

For the industrial burner investigated here, simplifications 1 and 2

apply. The convective time delay between fuel injector and veloci-
ty measurement position is modelled using an expression following

[Sat00]

TFIB,λ = e−iωτI
eiω∆τI − e−iω∆τI

2∆τIiω
, (8.33)

where τI can be calculated from the average flow velocity in the mix-

ing tube and the associated dispersion parameter ∆τI is estimated to
0.2 τI

77.

With the above considerations, equation 8.29 reduces to

TFOH/CTA =
FTFPP + FTFλ + (KOH − 1)FTFλ

1 +KuB
e−iωτI eiω∆τI−e−iω∆τI

2∆τI iω

. (8.34)

The parameter KuB
represents the (normalised) maximum amplitude

of the systematic error SECTA induced by the mixture ratio fluctuation

77 See table 13 for a summary of the model parameters. Note that also the model of Polifke
from equation 2.23 can be applied without qualitative changes of the results.
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on the CTA measurement.

SECTA = KuB
e−iωτI

eiω∆τI − e−iω∆τI

2∆τIiω
(8.35)

Note that KuB
as defined in equation 8.28 is identical to the mixture

fraction calibration factor of the CTA introduced in equation 4.5. For
this reason, the actual value of KuB

can be found from figure 4.3 with

the unmixedness parameter of equation 7.1 as input.

In equation 8.34, the systematic error SEOH of the mixture fraction

fluctuation on the OH* chemiluminescence is captured by

SEOH = (KOH − 1)FTFλ . (8.36)

The last missing parameter KOH can now be determined using the
steady-state78 calibration data of the photomultiplier. By substituting

the linearised expression for the air excess ratio in dependence of air
and fuel mass flows

λ′

λ
=
u′

u
− ṁ′

f

ṁf

(8.37)

into equation 8.21, KOH is defined as

KOH =

∆u
u − ∆IOH∗

IOH∗
∆u
u − ∆ṁf

ṁf

. (8.38)

In order to syntactically distinguish between acoustic perturbations
and parameter variations during calibration, a ∆ instead of the ′ is

introduced in equation 8.38. As specified in table 3, three types of
photomultiplier calibration are possible: (A) refers to the standard

FTF calibration with constant λ, (B) denotes a λ-variation by modu-
lating the air flow at constant thermal power and (C) is a variation of

both mixture fraction and thermal power by a modulation of the fuel
mass flow. Since the variations of air and fuel mass flow compensate

78 Steady-state in this context means that the calibration process can be interpreted as an
excitation that is inducing a deviation from the operating point with a frequency f → 0.
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each other, the standard calibration (A) is not suitable for evaluating
KOH . A second calibration - either type (B) or (C) - is needed, with

the respective definitions derived from equation 8.38 being

(B) KOH = 1 −
∆IOH∗
IOH∗
∆u
u

or (8.39)

(C) KOH =

∆IOH∗
IOH∗
∆ṁf

ṁf

. (8.40)

KOH is then determined from the gradient of the calibration curve
∆IOH∗/∆u at the operating point IOH∗/u, or from ∆IOH∗/∆ṁf at
IOH∗/ṁf , respectively. Both calibration types have been validated in

the experiment and deliver - within measurement accuracy - the same
values of KOH .

An alternative method of determining KOH is found in the consider-
ation that FTFTP is required to approach a value of 0 for f→ 0 due

to the fact that no fuel mass flow fluctuation and thus also no heat
release fluctuation can exist for that case. With all other parameters

known, KOH can then be directly derived from equations 8.29 and 8.19
without the necessity of a second calibration.

Table 13: Model parameter values used for the extraction of FTFλ.

Parameter Unit IB-T1 IB-T2 IB-T3

p bar 1.75 2.50 2.80

KuB
- -0.369 -0.369 -0.369

KOH - 3.24 3.52 3.31
τI ms 3 3 3

∆τI ms 0.6 0.6 0.6

Table 13 gives an overview of the model parameters derived for the
individual operating points of the industrial burner setup. The value
of KuB

is determined from figure 4.3 with the unmixedness parameter

Uλ of equation 7.1 as input. KOH as given in table 13 is the average
of the two values found from the photomultiplier calibration types B
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and C using equations 8.39 and 8.40, respectively. The convective time
delay τI from the fuel injector to the CTA location is determined from

an integration of the burner velocity at the axis, and the associated
dispersion ∆τI is estimated to 0.2 τI.

With the experimental flame transfer functions TFOH/CTA and FTFPP

known, equation 8.34 can be utilised to calculate the direct influence

of mixture fraction fluctuations FTFλ

FTFλ =
1

KOH

[
TFOH/CTA

(
1 +

KuB
e−iωτI

eiω∆τI − e−iω∆τI

2∆τIiω

)
− FTFPP

]
(8.41)

and the TP mode flame transfer function FTFTP

FTFTP = FTFPP + FTFλ . (8.42)

8.3.2 Model for the Influence of Mixture Fraction Fluctua-
tions

With the results of the previous section it is now possible to extract
FTFλ and FTFTP from the measured flame transfer functions. Both

are plotted in figure 8.14 for IB-T2 together with the experimental
data.

In the low frequency limit, the amplitude value of FTFλ converges
to unity and its phase to π, which correctly reproduces the necessary

criterion of a vanishing flame transfer function FTFTP as stated in
section 7.2.1. Also, the phase of FTFTP does now approach the correct

value of π/2. The phase offset of π in the low frequency limit of FTFλ

is caused by the reciprocal dependence of the heat release on the air
excess ratio of the mixture. Since that dependence - characterised by a

negative sign in equation 8.17 - is modelled with a positive sign in the
general formulation of equation 8.18, the negative sign is transferred



166 8 FTF Modelling

0

1

2

3

4

5

6

7
T

F
 A

m
pl

itu
de

 [−
]

TF OH/CTA
FTF TP
FTF PP
FTF λ

0 50 100 150 200 250
−π

−π/2

0

π/2

π

Frequency f [Hz]

T
F

 P
ha

se
 [r

ad
]

Figure 8.14: TP mode flame transfer function FTFTP and mixture fraction transfer
function FTFλ compared to measured TP and PP mode TFs for IB-
T2. Phase of FTFλ not shown where correlation is lost due to low
amplitude.

into FTFλ and leads to the low frequency phase limit of π observed

here.

For high frequencies, the amplitude of FTFλ approaches zero, the
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influence of the mixture fraction fluctuations vanishes and the plots
of FTFTP and FTFPP overlap. The behaviour of FTFλ between these

bounds is characterised by an amplitude slightly rising with frequency
until a limit frequency with a quick amplitude decrease is reached at

around 100 Hz.

Since FTFλ is related to the air excess ratio fluctuation λ′B at the

burner exit, where also the velocity fluctuation u′B is measured, the
convection time of either of the two perturbations into the flame is the

same. Thus, also the average phase decline of FTFλ and FTFPP is the
same, as observed in figure 8.14. With the additional time delay τI of
the mixture fraction perturbation in the burner, the evaluation proce-

dure developed in section 8.3.1 yields the correct phase behaviour of
FTFTP approaching the low frequency limit of π/2 and the measured

phases of TFOH/CTA and FTFPP for high frequencies.

When the amplitude of FTFλ becomes too low at high frequencies,

correlation is lost and the phase values are unstable. The phase plot
in this region is therefore not shown in figure 8.14.

Compared to TFOH/CTA, especially the amplitude of the undistorted
flame transfer function FTFTP does much closer resemble the be-

haviour of the perfectly premixed case FTFPP . This effect is mainly
due to the large measurement error SEOH induced by a large value of

KOH . The influence of the velocity measurement error SECTA repre-
sented by KuB

is weaker. Starting from a strong damping at excitation

frequencies close to 0, the perfectly premixed transfer function is with
increasing frequency either damped or amplified by the mixture frac-
tion fluctuation, resulting in the FTFTP amplitude plot located either

below or above the FTFPP plot. For the case reported here, the PP
amplitude peak is further augmented by an in-phase mixture fraction

fluctuation. After reaching the limit frequency of FTFλ, the modula-
tion does quickly diminish and FTFTP approaches FTFPP .

In figure 8.15, the error terms SEOH of the OH* chemiluminescence
and SECTA of the CTA are plotted together with FTFλ. The dynamic

behaviour of the latter and the OH* error is the same, as seen in
identical phases and amplitudes only scaled by the factor KOH − 1.
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Figure 8.15: Systematic errors SEOH of the flame intensity and SECTA of the hot
wire probe due to mixture fraction fluctuations compared to FTFλ

for IB-T2. Phases not shown where correlation is lost due to low
amplitude.

Compared to the other terms, the phase decline of SECTA is lower due
to the small value of τI . The direct influence of the dispersion ∆τI on
the CTA error is small for the current setup, this becomes apparent

in the almost constant amplitude of SECTA.

A comparison of FTFλ for the three operating points investigated is
given in figure 8.16. While the amplitude plots for IB-T2 and IB-T3
converge nicely towards a value of 1 with frequency approaching zero,

IB-T1 shows an offset due to a large measurement uncertainty. More
important, with rising pressure the amplitude plots exhibit a shift
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Figure 8.16: FTFλ for IB-T1 to IB-T3. Phases not shown where correlation is lost
due to low amplitude.

of the rapid decline to higher frequencies that is accompanied by a
reduction of the phase drop. Both effects are caused by the upstream

movement of the flame with increasing pressure that reduces both the
time delay and also the dispersion of the mixture fraction wave in the
combustor.

With the results presented so far in this section it is now possible

to develop an analytical model FTFλ,M fitting the transfer function
data of FTFλ. This model can then be used to predict the influence
of mixture fraction fluctuations on the transfer function without the

necessity to actually perform a measurement of a technically premixed
transfer function TFOH/CTA - or vice versa to determine FTFPP from a
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measurement of TFOH/CTA. Such a model could have the appearance
of a time delay low-pass filter similar to equation 8.8. Especially the

plots of IB-T2 and IB-T3 show an amplitude rising to values larger
than 1, an indication that a second order dynamics model with the

potential to capture amplifications >1 is required.
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Figure 8.17: Comparison of FTFλ for IB-T2 to a simple (equation 8.43) and a 2nd

order dynamic (equation 8.45) time delay model. Parameters taken
from table 14. Phase not shown where correlation is lost due to low
amplitude.

Figure 8.17 shows a comparison of FTFλ to FTFλ,M determined using
a simple time delay model and a time delay model with a second

order dynamics extension. The simple time delay model is formulated
with a dispersion term according to a proposal of Polifke [PKS01] and
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Schuermans [SBG+04] similar to equation 2.23.

FTFλ,M = e−i(ω τM,λ+π)− 1
2 ω2∆τ2

M,λ (8.43)

This model is preferred here to the alternative formulation of equation

2.22 due to its stronger damping of the amplitude that gives a better
representation of the large dispersion of convective waves in the com-

bustor. Note that an additional rotation of π is required to set the
correct starting point in the low frequency limit. For this model, the

time delay parameter τM,λ has been determined as the global transfer
function time delay of the measured FTF in PP mode (see table 7),
which represents the convection of both velocity and mixture fraction

perturbation from the burner exit to the flame.

τM,λ = τG,PP (8.44)

The dispersion parameter ∆τM,λ has been set to 45% of τM,λ. This

value is larger than the corresponding parameter used for the convec-
tion in the burner (equation 8.33) to account for the increased disper-

sion resulting from strong velocity gradients and recirculation zones
in the combustor region close to the burner exit.79 These consider-

ations deliver a good fit to the phase of FTFλ and do also correctly
reproduce the amplitude behaviour in the low frequency limit as well

as for high frequencies.

However, for intermediate frequencies the predicted amplitude is too

low. While the amplitude of FTFλ extracted from the measured FTFs
is rising to values larger than 1, the strong damping of the disper-

sion term is already affecting the amplitude of the modelled FTFλ,M

(equation 8.43). Obviously, the simple time delay model is not suffi-
cient and some additional dynamics are affecting the transfer function

of the mixture fraction oscillation. Since the frequency range is the
79 While the dispersion parameter ∆τI in the burner (equation 8.33) has been estimated, the

corresponding parameter ∆τM,λ used here (equations 8.43 and 8.45) has been fitted to the am-
plitude plot of FTFλ. That fit is necessary, since - unlike ∆τI - the dispersion in the combustor
has a strong influence on the amplitude of FTFλ and a measurement or a good estimate of this
dispersion does not exist. However, the fitted values as given in table 14 are reasonable. For
future applications, a CFD calculation could be used to determine the time delay distribution of
the mixture fraction perturbation and the corresponding dispersion parameter.
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same, it seems that the same dynamics that generate the global ampli-
tude peak for the PP mode transfer functions are also influencing the

mixture fraction transfer function here - a scenario that is well con-
ceivable. As the consequence, the same second order dynamic model

extension with the same parameters as found in table 12 for FTFPP

is applied here, yielding

FTFλ,M = e−i(ωτM,λ+π)− 1
2 ω2∆τ2

M,λ
β iω + 1

(α2 iω)2 + α1 iω + 1
. (8.45)

Consequently, also the time delay parameter τM of the PP model found
in table 12 is used to determine the mixture fraction time delay τM,λ.

τM,λ = τM (8.46)

After this extension, also the amplitude of FTFλ in figure 8.17 is fitted
very well. The mixture fraction transfer function FTFλ does thus

indeed seem to be subject to the same dynamics as the pure velocity
transfer function FTFPP . The parameters used for both models are

summarised in table 14.

Table 14: Parameter values of simple time delay (equation 8.43) and second order
(equation 8.45) models for FTFλ, IB-T2.

Parameter Unit Simple 2nd Order

τM,λ ms 5.12 4.05
∆τM,λ ms 2.4 3.2
α1 ms - 1.77
α2 ms - 2.03
β ms - 6.70

Since the second order dynamics parameters seem to apply for the
mixture fraction transfer function, it is possible that also the swirl

dynamics of FTFS as determined in section 8.2 have an influence on
FTFλ. However, this statement can not be verified here due to the

almost negligible magnitude of FTFS for the industrial burner setup.

Finally, the models for the PP mode transfer function and the mixture
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fraction transfer function can be combined to form a model for the TP
mode transfer function analog to equation 8.42.

FTFTP,M = FTFτ,D,S + FTFλ,M (8.47)

Even though the measured transfer functions suffer from the short-

comings of the industrial burner setup, the presented approach to ex-
tract and model the influence of mixture fraction fluctuations seems

to be valid. Nevertheless it is recommended to confirm the findings
of sections 8.2 and 8.3 with a more generic burner setup that allows

a higher measurement accuracy and that generates a flame located
within the bounds of the observation window.

8.4 Modelling Overview

Figure 8.18 summarises the models derived in section 8 and puts them
in context with the associated FTF measurements. In this scheme,
modelling efforts are coloured red, while measurements show up in

black. The arrows describe the sequence of evaluation. Starting from
the input parameters, the models are developed from left to right,

while the analysis of the measured FTFs is organised from right to
left. Only the most prominent input parameters have been shown on

the left hand side to maintain simplicity. While the perfectly premixed
case is mapped on the upper half of the scheme, the extension on the
lower half is required for technically premixed operation.

The model for the PP mode flame transfer functions FTFτ,D,S intro-

duced in section 8.1 consists of three parts. While the global behaviour
is captured by a pure time delay model FTFτ extended by a second
order dynamics part FTFD, the local amplitude maxima and minima

as well as the corresponding local features in the phase are generated
by the swirl model FTFS.

FTFτ represents the “classical” FTF behaviour with a phase drop de-
fined by the time delay between burner and flame τM and an optional

dispersion parameter. FTFD captures the higher order dynamics of
the flame, leading to a global amplitude peak and an additional phase
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Figure 8.18: Overview of the models derived in this section and the measured
FTFs. Red = Model, Black = Experimental data, HOD = Higher
order dynamics. Upper half represents PP mode, TP mode needs the
extension on the lower half. See also appendix D for details on the
transfer function naming.

decline at the resonance frequency of that amplitude peak. Both FTFτ

and FTFD do thus contribute to the average phase gradient τG of the

flame transfer function. Due to insufficient knowledge of the origin of
the higher order dynamics of the flame, FTFD is fitted with empirical

parameters and without a clear physical interpretation.

Unlike FTFD, the swirl part of the model FTFS is well supported by

theory. This model captures a modulation of the flame by vorticity
fluctuations that are generated by the acoustic excitation at the swirler

and subsequently convected into the flame. It can not be used as a
stand-alone model, but is considered to “ride on top” of the global
behaviour defined by FTFτ and FTFD. Albeit only responsible for

the local behaviour, it is FTFS that generates the amazingly high
congruence of FTFτ,D,S with the details in the amplitude and phase

plots of the experimental FTFs.

The model transfer function FTFτ,D,S as specified above has been suc-

cessfully applied to two different burners in perfectly premixed mode
- a generic and an industrial burner setup. For the industrial burner,
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FTFD has been extended by an additional parameter, and parameter
values differing from the generic burner have been applied.

An extension of FTFτ,D,S derived in section 8.3.2 allows to determine
also the transfer function in technically premixed mode FTFTP,M . To

achieve this, the influence of mixture fraction perturbations generated
at the fuel injector and described by an additional transfer function

FTFλ,M needs to be taken into account. The model derived for that
purpose does include the convective time delay τI between injector

and burner exit as well as the dispersion of the mixture fraction wave
between injector and flame. As found in section 8.3.2, also the higher
order flame dynamics of FTFD seem to have a direct influence on

FTFλ,M . In figure 8.18, this is represented by a link from FTFτ,D,S.

Parallel to the modelling approach to determine FTFλ,M , an analysis
procedure is introduced in section 8.3.1 that allows an extraction of the
mixture fraction influence FTFλ and the technically premixed trans-

fer function FTFTP from the measured transfer functions in perfectly
(FTFPP ) and technically (TFOH/CTA) premixed mode. This procedure

is needed to remove the systematic error of the mixture fraction per-
turbations on the OH* chemiluminescence of the flame (SEOH) and on

the CTA signal (SECTA).80 The systematic OH* intensity error SEOH

and the true heat release response FTFλ are subject to the same dy-
namics and linked by a constant scaling factor. In the scheme of figure

8.18, this is illustrated by SEOH being located in the same block as
FTFλ. The undistorted TP mode flame transfer function FTFTP can

be easily evaluated from FTFPP and FTFλ, once the latter has been
determined.

80 Although the CTA error is actually modelled, it is displayed in black in the scheme to il-
lustrate its affiliation to the analysis procedure of the experimental data. Also, an experimental
determination of the CTA error using a calibration versus the air excess ratio is possible.
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9 Summary

The scope of this work comprises the investigation of flame transfer

functions at elevated pressure that can be utilised to predict thermoa-
coustic oscillations in gas turbine engines. For that purpose, a com-

bustion test rig has been designed and manufactured that is capable
of elevated combustor pressures of up to 10 bar. A specially developed

high pressure siren provides the necessary acoustic excitation.

Firstly, the direct influence of pressure on the measurement procedure

of the flame transfer function has been investigated. This investiga-
tion comprises the heat transfer to the hot wire probe - that is used
to determine the acoustic velocity - and the flame chemiluminescence

taken as a measure for heat release. For both signals, a quantitative
analysis is presented that allows to correct the systematic error im-

posed by a pressure fluctuation. However, that error is found to be
usually small, it becomes significant only if the relative pressure fluc-

tuations grow to the same order of magnitude as the relative velocity
perturbation.

9.1 Generic Burner

Flame transfer functions with a high quality and reproducibility have
been measured for a generic burner developed in-house. An operation

of this burner in perfectly premixed mode guarantees that no pertur-
bations of the air/fuel mixture fraction can exist. The main focus of

this investigation lies on the influence of pressure, a variation ranging
from 1.1 to 5 bar has been performed.

For this generic burner setup, the influence of the operating pressure
on the flame transfer function is small, with the most prominent effect

being a reduction of the global phase decline with pressure that can
be well correlated with a flame length reduction. This reduction can
be mainly attributed to the influence of non-adiabatic conditions. As

the pressure rises, the relative heat loss to the rather cold combustor
walls is reduced and the flame temperature rises. A model has been
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presented that captures the influence of this heat loss on the turbulent
flame speed and that delivers a good approximation of the flame length

and also of the observed lean blow-off characteristics.

Other effects observed are a slight shift of the global FTF amplitude

peak to higher frequencies for rising pressure and an interesting feature
in the phase - the phase plots at all investigated operating conditions

are almost identical up to a limit frequency of 120 Hz and show a
distinct separation above that limit. A thorough investigation reveals

that the superposition of a flame length fluctuation and the conven-
tional convective velocity perturbations of the flame are responsible
for that effect. Furthermore, some information on the linearity is given

in appendix A, with the main outcome being that saturation effects
observed at high frequencies and excitation amplitudes are due to the

formation of ring vortex structures in the flow and the influence of
these structures on the flame.

A model has been developed that is able to reproduce the global as
well as the local behaviour of the measured transfer functions with a

high accuracy. This model consists of three parts:

1. A time delay between the transfer function reference location at
the burner exit and the flame. Velocity perturbations induced by

the acoustics are generated at the burner nozzle and convected
into the flame, where they modulate the heat release.

2. A second order dynamics part as an extension to the time delay.
This part is applied to model the global peak observed in the

measured amplitudes between 100 and 350 Hz. Together with
the time delay of the first part, the 180◦ phase shift of this term

that occurs at the frequency of the amplitude peak yields a phase
plot well matching the measured phase behaviour.

3. While the first two parts represent the global - large scale - trans-

fer function behaviour, the local - small scale - behaviour with
amplitude maxima and minima and variations in the phase gradi-
ent is generated by vorticity fluctuations of the swirled flow that

are superimposed on the velocity perturbation represented by the
first and second part.



178 9 Summary

The underlying dynamics leading to the second part of the model are
not yet understood in detail, empirically derived parameters are thus

used to characterise the behaviour. However, the behaviour observed
in the second part might be related to the large length and weak

stabilisation of the investigated flames and may disappear or become
negligible for larger swirl numbers.

Power laws have been found to represent the pressure-dependent be-
haviour of the flame transfer functions. This is not surprising, since a

power law also governs the relative heat loss to the walls. Individual
laws have been found for flame length, global time delay and other free
model parameters. Using these correlations, it is not only possible to

reproduce the transfer functions measured, but also to extrapolate to
pressures that were not investigated. Of benefit here is the property

of power laws that scaling depends on pressure ratios and not pres-
sure differences. In order to extrapolate to realistic engine pressures,

one does not necessarily have to reach that pressure in combustion
experiments, but only approach it up to a sufficiently small factor.

9.2 Industrial Burner

A second burner derived from an industrial aero-engine design has

been investigated in perfectly premixed mode, with the fundamental
difference to the generic burner being a lifted flame stabilised at some

distance downstream of the burner exit in the combustor. A strong
pressure dependence of the axial flame location has been observed for

this configuration, and with it a strong variation of the global time
delay. This finding confirms that the FTF phase drop scales with the
time delay from the burner exit to the dominant reaction zone.

After a modification to take the lifted flame with its large distance

to the burner exit into account, the model developed for the generic
burner has also been applied here. As a second modification, the
empirical fit of the second order dynamics part has been extended by

an additional parameter. The global amplitude peak related to the
second order dynamics model lies at lower frequencies around 100 Hz
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for the industrial burner. As a consequence, also the related parameter
values differ from the generic burner configuration. The influence of

the vorticity fluctuation is smaller, which can be explained by the
strong swirl dissipation in the combustor before the flow is entering

the flame.

A major benefit of the industrial burner is that it does also allow an

operation in “technically” premixed mode to investigate the influence
of mixture fraction perturbations on the flame dynamics. As found

in the respective flame transfer functions, that influence remains re-
stricted to the low frequency region. Mixture fraction perturbations
are formed at the fuel injector and subsequently convected with the

flow through the burner and into the flame. While the additional
distance from the injector to the burner exit is responsible for an ad-

ditional time delay of the mixture fraction wave, the small convective
wavelength and the highly dispersive flow quickly diminish the flame

response for high frequencies. As the consequence, the “technically”
premixed transfer functions show a strong phase decline at low fre-
quencies - where the mixture fraction perturbations constitute the

dominant effect - and both amplitude and phase plots approach the
perfectly premixed transfer functions at high frequencies.

General considerations lead to limit values of amplitude (0) and phase
(π/2) for frequencies approaching zero. However, the measured trans-

fer functions show large deviations from that limit values. These de-
viations are caused by systematic errors due to the strong sensitivity

of the OH*-chemiluminescence on the air excess ratio and a (weaker)
influence of the latter on the measured hot wire signal.

Based on the perfectly premixed transfer functions, estimations of
time delay and dissipation in the mixing section and an additional

calibration of the OH*-chemiluminescence signal as a function of the
air excess ratio, a model extension has been introduced that allows to

• separate the systematic errors of the OH* and velocity signals

from the measurement to obtain the undistorted transfer func-
tion, to
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• isolate the pure influence of the mixture fraction perturbation as
the difference between the two premixing modes in the form of a

mixture fraction transfer function and to

• set up a model that is able to capture that influence of the mixture

fraction perturbation.

Especially the last step is of interest here, since it reveals that the mix-

ture fraction perturbations seem to follow the same flame dynamics
that lead to the global amplitude peak observed already in perfectly

premixed mode.

As found for the generic burner, the influence of pressure on the flame

transfer functions reduces to the pressure-dependence of the flame
form and location. With the lifted flame moving closer to the burner

exit with rising pressure, both time delay and dissipation of the mix-
ture fraction wave decrease. As the consequence, the phase drop is re-
duced and the limit frequency, where the mixture fraction fluctuations

lose their influence on the flame dynamics, shifts to higher values.
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A Linearity

In this section, results on the linearity of the measured flame transfer

functions are given. Linearity in this context denotes the invariance
of the measured FTF concerning different excitation amplitudes - the

transfer factor of heat release output to acoustic excitation input stays
constant for both amplitude and phase. Usually, the FTF shows a
linear behaviour for relative excitation amplitudes u′/ū� 1 and runs

into saturation for u′/ū = O(1). This saturation is caused by the
physical limits of the flame response: A lower heat release limit is Q̇ =

0 - the flame can only extinguish, but never absorb energy. An upper
boundary is defined by the limited flame speed - the limited capability

of the flame to convert fresh mixture into reaction products. However,
in existing combustion systems saturation effects causing deviations

from linearity are observed well before reaching these physical limits.

Harper [HJN+01] determines a critical relative heat release Q̇′/Q̇ of
about 20 to 40%, also Bellows [BL04] observes heat release saturation
starting at around 20%.

Usually, the FTF is implemented into an acoustic low order model to

predict the eigenfrequencies and amplitude growth rates of a combus-
tion system. These LOMs are linear models that predict the behaviour
at the onset of the instability, when the amplitudes are infinitely small.

It does thus make sense to use a FTF measured in the linear regime
that resembles the behaviour at the small amplitudes of interest. Note

also that the Rankine-Hugoniot equations 1.7 used to implement a
flame transfer function into a low order model are linearised relations,

large amplitudes would require a review of the validity of these equa-
tions.

FTF saturation is an issue if the limit cycle amplitude of a system
is to be investigated - see [Pan04] for example. For that case, the

energy supplied by the flame is in balance with the acoustic losses
by transmission and damping. A model using a linear FTF without
saturation effects would overestimate the oscillation amplitude or even

be unable to describe any limit cycle and could produce considerable
errors concerning eigenfrequency and mode shape.
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To determine the range of linearity of the measured FTFs and their
saturation behaviour, a variation of the excitation amplitude u′/ū was

performed at several excitation frequencies. The results are plotted
in figure A.1. With the exception of a small amplitude deviation at

the lowest frequency of 20 Hz and low excitation, almost perfectly
constant FTF values are measured for both amplitude and phase up
to a frequency of 160 Hz and an excitation amplitude of 27%81. Only

for the highest frequency investigated of 320 Hz a saturation effect
can be demonstrated. Both amplitude and phase plots show a bend

at about 10 - 15% excitation amplitude and a linear trend above this
critical value. As expected, the FTF amplitude decreases with rising

u′/ū, and the corresponding phase values show an increase.

In terms of a global time delay model, the phase increase observed for

rising excitation amplitudes at 320 Hz represents a reduction of the
time delay or a flame activity zone closer to the burner exit. Additional

high speed camera images of the flame at different frequencies and
excitation amplitudes have been recorded to confirm this behaviour,
the resulting amplitude images are shown in figure A.2. While almost

no effect of the excitation amplitude can be seen at a frequency of 80
Hz, the expected decrease of the flame length is clearly visible at 320

Hz.

The work of Külsheimer [KB02] can give an explanation of the ob-

served frequency-dependent behaviour. He investigated swirled and
jet flames for varying excitation frequencies and amplitudes and found

a critical value for the beginning of ring vortex formation in the
combustor flowfield at the burner exit depending on both excita-

tion frequency and amplitude. The results are plotted in figure A.3.
Külsheimer found the critical pulsation limit Pucrit and the Strouhal

number Sr to correlate following a hyperbolical law of the form

Pucrit · Sr =
u′rms

ū

∣∣∣∣
crit

· Sr = const. (A.1)

81 At 160 Hz, the maximum amplitude obtained is 17% due to unfavourable acoustics at that
frequency. Generally, the excitation amplitude is limited by the rig acoustics, the maximum open
area of the pressure valves defining the maximum siren massflow and the operating limits of the
burner.
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Figure A.1: Linearity of the FTF amplitude and phase for operating point TD1-P6
at 3 bar and λ = 1.47.

However, a power law like

Pucrit [%] = 7.79 Sr−0.54 (A.2)

gives a much better fit of his measured data, illustrated by the black
line in figure A.3. The critical limit divides the plot into two regions

with quasi-steady behaviour in the lower left and the formation of ring
vortices in the upper right part.

The saturation effect observed in the 320 Hz amplitude and phase
plots of figure A.1 can now be explained by the occurrance of peri-

odic ring vortices that cause a disturbance of the flame shape and
thus a deviation from the quasi-steady behaviour in the linear regime.
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Figure A.2: Amplitude images for different excitation frequencies and amplitudes,
operating point TD1-P6 at 3 bar and λ = 1.47.

Figure A.3: Limit for the occurrance of coherent ring vortex structures for acous-
tically excited swirl flames. Illustration taken from [KB02]. Red:
operating points from this work, circles: linear regime, dots: satura-
tion.
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These vortices increase the radial extension of the reaction zone by
folding the flame front, the flame length is reduced and the reaction is

completed earlier. As a consequence, the 320 Hz FTF phase moves to-
wards smaller time delays for rising excitation amplitude as observed

in figure A.1.

Up to 320 Hz excitation frequency, the operating points investigated

here lie in the linear regime below the critical line. At 320 Hz and an
amplitude of about 10 - 15%, the critical line is crossed and coherent

ring structures are appearing that cause the nonlinear flame distur-
bance. To illustrate that, the results from this work have been plotted
into Külsheimer’s diagram.82 Red circles denote the linear FTF con-

ditions, while the points at 320 Hz showing saturation are plotted as
red dots. As seen from the diagram, the onset of saturation at 320 Hz

does coincide with Külsheimers observation of the formation of ring
vortex structures. This close coherence of the results validates the

explanation of coherent ring vortex structures being responsible for
the nonlinear FTF saturation effects observed.

82 The Strouhal number here has been defined by the burner nozzle diameter, the excitation
frequency and the mean axial burner velocity according to the formula in figure A.3. Note that
an additional factor of

√
2 is required to compare the excitation amplitudes here to Külsheimer’s

rms values.
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B Reproducibility

Figure B.1 shows the first set of flame transfer functions measured on

the TD1 burner, these correspond to operating point TD1-P1. TD1-
P1 has been investigated twice with independent measurements on

two different days to allow for a reproducibility check.
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Figure B.1: Two independently measured FTFs at TD1-P1, original and modified
according to section 4.2.2.

The amplitude plot shows both the original transfer functions deter-
mined with the standard photomultiplier calibration and the transfer

functions measured using a modified photomultiplier calibration, as
described in section 4.2.2. The term “standard calibration” does in
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this context denote a linear fit to the measured data points of figure
4.4, that fit does in general not cross the coordinate origin. Alterna-

tively, “modified calibration” stands for a linear fit through the origin
of the coordinate system and thus for a strictly proportional relation

between heat release of the flame and OH* chemiluminescence inten-
sity.

Although recorded at identical conditions, the amplitude plots of the
two original FTFs exhibit different magnitudes. This demonstrates

the high sensitivity of the amplitude part of the transfer functions.
Nevertheless, the qualitative behaviour is the same and the deviation
can be reduced to a common factor independent of frequency.

Interestingly, the plots coincide almost perfectly after application of

the modified photomultiplier calibration. This and the fact that the
value of 1 in the low frequency limit is now approached very well
leads to the conclusion that the modified photomultiplier calibration

as described in section 4.2.2 represents reality and is able to compen-
sate operating point and measurement deviations. Since the modified

calibration is sufficient to achieve reproducible transfer functions and
the correct behaviour in the low frequency limit, other influences - as

for example deviations in the burner velocity measurement - can be
excluded.

Another confirmation of the photomultiplier correction is given in
[Föl06] and [FFS06], where a check of the influence of the modified

photomultiplier calibration on combustor stability and eigenfrequen-
cies has been performed with the result that the difference is usually
small and that the corrected amplitudes deliver a better prediction of

the stability behaviour observed in reality.

The same behaviour showing a correction of the amplitude level has
been observed for the other measured transfer functions, the modified
calibration factor has thus been applied for all FTFs.

Unlike the amplitude plots, the phases do not show any kind of devi-
ations, the plots for the two repeats of TD1-P1 agree perfectly. This

agreement is in line with observations of other researchers that the
transfer function phase is generally more reliable than the amplitude.



189

Since the modified calibration does not influence the phase, a corrected
phase plot is not necessary.

Note also that a normalisation of the FTF amplitude with the value
of the lowest frequency measured to achieve a value of 1 in the low

frequency limit as often reported83 is not necessary here. With the
above results, both reproducibility and quality of the measured TD1

transfer functions can be considered very good.

83 [Fis04], [Kun04], [LB04], [EFS03a]
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C Industrial Burner at High Frequencies

In the measured flame transfer functions of the industrial burner pre-

sented in section 6.2, an erroneous behaviour was observed with a
positive gradient of the phases at high frequencies. That behaviour is

investigated here in more detail.

Figures C.1 and C.2 show the amplitude and phase plots of the mea-

sured flame transfer functions. Unlike figures 6.3 and 6.4, the FTF
data for the full range of excitation frequencies up to 400 Hz are pre-

sented here. At a frequency of about 280 Hz, the usual behaviour of
a global phase decline with frequency is reversed and the phases start
to rise again.
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Figure C.1: Transfer function (FTFPP ) amplitude plots for the industrial burner,
perfectly premixed mode, operating points as specified in table 2.

As seen in figure C.3 for IB-P1 as example, the OH* chemilumines-
cence intensity amplitude recorded by the photomultiplier becomes

very low above 250 Hz. At a frequency of 280 Hz, the correspond-
ing photomultiplier phase plot bends upwards while the CTA phase
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Figure C.2: Transfer function (FTFPP ) phase plots for the industrial burner, per-
fectly premixed mode, operating points as specified in table 2.

continues to decline, thus resulting in the observed FTF behaviour.
The origin of this behaviour does however not lie in the flame transfer

function itself, but is associated with the low chemiluminescence inten-
sity response and the high pressure amplitude at the flame location.

In the case observed here, the amplitude of the pressure oscillation
p̂/p amounts to about 1.2% [FES04]. According to equation 4.19,
the recorded intensity fluctuation does then lose its correlation with

the heat release and becomes dominated by the pressure oscillation

as soon as ˆ̇Q/Q̇ declines below about 0.9%. As shown in the photo-
multiplier amplitude of figure C.3, that limit is reached at about the
frequency where the phase bend is initiated. Note that Î/I is shown

in figure C.3 and not ˆ̇Q/Q̇. Due to the complex-valued nature of both
terms and their unknown phases an exact match can not be expected,

but the loss of correlation is limited to the amplitude range

0 ≤ Î

I
≤

ˆ̇Q

Q̇
+
p̂

p
or 0 ≤ Î

I
≤ 1.75

p̂

p
. (C.1)
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Note also that the photomultiplier amplitude peak at 350 Hz in figure
C.3 is induced by the pressure oscillation, this frequency corresponds

to the acoustic λ/2 mode of the combustor with very high pressure
amplitudes at the flame location. The FTF phase plots do thus not

return to their original behaviour related to the heat release oscillation.
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Figure C.3: Amplitude and phase plots of CTA and photomultiplier fluctuations
for IB-P1.

Even though the correlation is lost not until 280 Hz, significant errors

due to the influence of p′/p must be expected before, thus rendering
the FTF results above about 200 Hz questionable. However, given the

knowledge of p′F/pF at the flame location in amplitude and phase84,
the erroneous measured transfer function TFOH/CTA

TFOH/CTA =

I ′OH∗
IOH∗
u′

CTA

uCTA

(C.2)

84 Not available here.



193

can be corrected according to

FTFPP =

Q̇′

Q̇

u′
B

uB

=

I ′OH∗
IOH∗ + 0.75

p′F
pF

u′
CTA

uCTA
+ 0.69

p′CTA

pCTA

(C.3)

by making use of equations 4.12 and 4.19. In complex notation, equa-

tion C.3 reads

FTFPP =

ÎOH∗
IOH∗ e

iϕOH∗ + 0.75 p̂F

pF
eiϕpF

ûCTA

uCTA
eiϕCTA + 0.69 p̂CTA

pCTA
eiϕpCTA

. (C.4)

In equations C.3 and C.4, also the pressure influence on the hot wire
measurement is compensated. If possible, the occurrence of high pres-

sure amplitudes at the CTA and flame locations should be avoided
though by choosing the setup accordingly.

A confirmation of the validity of the assumption that the pressure
fluctuation is responsible for the strange phase behaviour is provided

by two observations:

• The TD1 measurements do not show a positive phase gradient -
the associated pressure amplitudes at the flame location are much

lower and amount to p′/p ≈ 0.1%.

• More importantly, a comparison to FTF measurements of the
same burner on an atmospheric rig in kerosene operation up to a

frequency of 600 Hz [EFS03a] does also not show a positive phase
gradient although the measured FTFs are very similar to the ones

obtained in gas operation here. Since the pressure amplitudes are
limited to very low values by the short open-ended combustor in

the atmospheric rig, their high values in the high pressure rig can
indeed be held responsible for the positive phase gradient.

The positive phase gradient at high frequencies is also observed for the
TP mode transfer functions. For the sake of completeness, also figure

7.3 is reproduced here with the full range of excitation frequencies up
to 400 Hz.
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Figure C.4: Transfer function (TFOH/CTA) plots for the industrial burner, techni-
cally premixed mode, operating points as specified in table 2.
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D Transfer Function Naming

In table 15, an overview of the naming to be used for transfer func-

tions and the associated time delays throughout this work is given.
Especially when technical premixing is concerned, a number of terms
appear that are clarified here. Also, different terms for modelled and

measured transfer functions need to be distinguished.

As discussed in sections 4.1.3 and 4.2.3, a flame transfer function mea-
sured in technically premixed mode does not directly represent the
response of the heat release to a velocity perturbation. This is re-

flected in the naming - TF is used instead of FTF and the subscript
points out that the raw signals from the photomultiplier and the hot

wire probe are concerned. If the systematic errors SEOH and SECTA

imposed by the mixture fraction fluctuation on the measured signals

are compensated as presented section 8.3.1, the true flame transfer
function FTFTP is obtained. The influence of the mixture fraction

fluctuation FTFλ does then represent the difference between technical
and perfect premixing. To determine FTFTP and FTFλ, the transport
of perturbations from the fuel injector to the burner exit is of interest,

as modelled by TFIB,u for acoustic and TFIB,λ for convective transport.
In section 8.3.2, the influence of the mixture fraction perturbations is

modelled, yielding FTFλ,M and subsequently FTFTP,M .

In perfectly premixed mode, the measured quantities do directly rep-

resent the heat release and the burner velocity, no systematic errors
exist85 and a differentiation between measured and true flame trans-

fer functions is not necessary. The PP mode transfer functions deter-
mined experimentally are denoted FTFPP and occasionally also FTFu

to point out their exclusive dependence on the burner velocity fluc-
tuation. A number of models have been introduced to take various
effects of the velocity fluctuation on the flame into account - these are

FTFτ , FTFD and FTFS. In the general case these influences are sum-
marised in the modelled PP mode flame transfer function FTFτ,D,S,

also denoted FTFPP,M .

85 With the exception of distortions at very high pressure amplitudes as described in sections
4.1.4, 4.2.4 and appendix C.
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The global time delay of an experimental transfer function derived
from a linear fit of the phase is denoted τG, with further indices spe-

cifying the type of the fitted transfer function by using the naming
convention described above. Note that the influence of the mixture

fraction perturbation on the heat release FTFλ and its distorting in-
fluence on the chemiluminescence signal SEOH are controlled by the
same time delay τG,λ.

In the model, the time delay between burner exit and flame is given

by τM .86 Of importance are also the time delay τI resulting from the
convection between fuel injector and burner exit and τS capturing the
convection between air swirler and burner exit.

For the industrial burner configuration, an additional time delay τBE

has been specified to account for the convection in the combustor from
the burner exit to the root of the lifted flame. That value is extended
by τS to form τSE, which is needed for the determination of FTFS.

86 Note that also the parameters of FTFD have an influence on the phase drop, due to the phase
shift of 180◦ at the resonance frequency of FTFD.
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Table 15: Flame transfer function naming conventions.
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[FKS04] Fritz, J. ; Kröner, M. ; Sattelmayer, T.: Flashback
in a Swirl Burner with Cylindrical Premixing Zone. In:
Journal of Engineering for Gas Turbines and Power 126

(2004), Nr. 2, S. 276–283
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men, Technische Universität München, Lehrstuhl für
Thermodynamik, Diss., May 2004

[PBP+03] Pieringer, J. ; Brandt, M. ; Polifke, W. ; Griebel,
P. ; Siewert, P. ; Bombach, R. ; Inauen, A. ;

Kreutner, W.: Anwendung von Modellen der turbu-
lenten Flammengeschwindigkeit auf einen vorgemischten

Strahlbrenner. 21. Flammentag Cottbus : VDI, 2003, S.
629–635

[PD54] Putnam, A. A. ; Dennis, W. R.: Burner Oscillations of
the Gauze-Tone Type. In: Journal of the Acoustic Society

of America 26 (1954), Nr. 5

[Pet00] Peters, N.: Turbulent Combustion. Cambridge Univer-
sity Press, 2000 (Cambridge Monographs on Mechanics)

[PHS68] Price, R. ; Hurle, I. ; Sugden, T.: Optical study of the
generation of noise in turbulent flames. In: Proceedings

of the Combustion Institute 12 (1968), S. 1093–1102

[PKS01] Polifke, W. ; Kopitz, J. ; Serbanovic, A.: Impact

of the Fuel Time Lag Distribution in Elliptical Premix
Nozzles on Combustion Stability. In: 7th AIAA/CEAS

Aeroacoustics Conference, Maastrich, NL, 2001

[PPD01] Polifke, W. ; Paschereit, C.O. ; Döbbling, K.: Con-
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in erhitzten Glasröhren und in gedeckten Pfeifen von un-
gleicher Weite. In: Annalen der Physik und Chemie 79

(1850), S. 1–34

[SP03a] Sattelmayer, T. ; Polifke, W.: Assessments of Meth-
ods for the Computation of the Linear Stability of Com-

bustors. In: Combustion Science and Technology 175
(2003), Nr. 3, S. 453 – 476



212 REFERENCES

[SP03b] Sattelmayer, T. ; Polifke, W.: A Novel Method for
the Computation of the Linear Stability of Combustors.

In: Combustion Science and Technology 175 (2003), Nr.
3, S. 477 – 497

[SPP99] Schuermans, B. ; Polifke, W. ; Paschereit, C. O.:
Modeling Transfer Matrices of Premixed Flames and

Comparison with Experimental Result. In: Proceedings
of the ASME International Gas Turbine and Aeroengine

Congress, Indianapolis, Indiana, USA, 1999

[Str78] Strutt, J. W.: The Explanation of Certain Acoustic

Phenomena. In: Nature 18 (1878), S. 319–321, (Lord
Rayleigh)

[SVK+98] Seume, J. R. ; Vortmeyer, N. ; Krause, W. ; Her-

mann, J. ; Hantschk, C.-C. ; Zangl, P. ; Gleis, S. ;
Vortmeyer, D. ; Orthmann, A.: Application of Ac-
tive Combustion Instability Control to a Heavy Duty Gas

Turbine. In: Journal of Engineering for Gas Turbines and
Power 120 (1998)

[SZ85] Smith, D. A. ; Zukoski, E. E.: Combustion Insta-
bility Sustained by Unsteady Vortex Combustion. In:

AIAA/SAE/ASME/ASEE 21st Joint Propulsion Confer-
ence, 1985. – Monterrey, CA, AIAA 85-1248

[TSI] Temperature Compensation of Thermal Sensors / TSI

Incorporated ( TB16). – Technical Bulletin

[Tur00] Turns, S. R.: An Introduction to Combustion. Boston :

McGraw-Hill, 2000

[TVP03] Truffin, K. ; Varoquie, B. ; Poinsot, T.: Measure-
ments of Transfer Functions Using Large Eddy Simula-
tions: Theoretical Framework and First Tests. In: 10th

International Congress on Sound and Vibration, Stock-
holm, Sweden, 2003, S. 785–793



REFERENCES 213
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