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Abstract

In this work, three alternative ways to determine the thermoacoustical char-
acteristics of lean premixed flames typical for gas turbine combustion systems
are investigated. The dynamic flame characteristics given by their transfer
matrices are obtained directly using the multi microphone technique. These
transfer matrices are determined at several operating points on an atmo-
spheric single burner test rig with a scaled down model of an industrial gas
turbine burner. Alternatively, the transfer matrices are determined using the
hybrid method which is based on Rankine-Hugoniot relations and the experi-
mentally derived flame transfer function from OH*-chemiluminescence mea-
surements.

A network modelling approach is applied to simulate the acoustic behavior of
the single burner test rig. The main aim of the network modelling is to provide
a functional template with a restricted set of physically motivated parameters
that can be determined from regressional analysis of the experimental data
(model based regression method). The test rig consists of several subsystems
like plenum, burner, flame etc., element each characterized by its transfer ma-
trix. The burner is modelled as a pressure loss element with an effective length,
while the flame is treated as a concentrated heat release zone with an axial dis-
persion. In the flame model the heat release fluctuations are assumed to be
caused from mass flow fluctuations at the burner exit and fuel equivalence ra-
tio fluctuations at the injector location.The results indicated a very good con-
sistency between the direct, hybrid and model based techniques providing
a global check of the methods/tools used for analyzing the thermoacoustic
mechanisms of flames. In particular, the model based regression procedure
which greatly reduces the experimental effort and therefore allows to provide
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this flame data for many more operation points is successfully validated.

In order to perform a detailed stability analysis of the industrial gas turbine
systems using the network model approach the dynamic flame characteristics
are to be known at several operating points. Therefore, relevant scaling rules
to calculate the flame characteristics at other operating points from a known
operating point are presented. A simplified geometric flame length model was
used to calculate the flame lengths at several operating points. The mean and
distributed time delays characterizing the flames are obtained. These are pro-
portional to the calculated flame length. A new correlation to calculate the
value of the flame interaction index has been proposed. The comparison be-
tween the measured and modelled flame lengths and convective time delays
showed an excellent agreement demonstrating the capability of the model to
reproduce the experimental data in the range of operation of the burner.
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Zusammenfassung

In dieser Arbeit werden drei verschiedene Methoden zur Charakterisierung
von thermoakustischen Instabilitäten untersucht, die bei der mageren
Vormischverbrennung in Gasturbinen auftreten. Das dynamische Flammen-
verhalten erhält man direkt aus den Transfermatrizen, die mit der Multi-
mikrofonmethode bestimmt werden. Die Transfermatrizen werden an ver-
schiedenen Stellen des atmosphärischen Einzelbrennkammerversuchstands
bestimmt, in dem ein Modell eines Industriebrenners eingebaut ist. Ebenso,
sind die Transfermatrizen mit der Hybrid-Methode bestimmbar. Diese basiert
auf den Rankine-Hugoniot Beziehungen und der experimentell ermittelten
Flammentransferfunktion aus den OH*-Chemilumineszenz Messungen.

Um das akustische Verhalten des Einzelbrennkammerversuchsstandes zu
simulieren, wird ein Netzwerkmodell verwendet. Das Ziel dieses Modells ist
es, ein Werkzeug bereitzustellen, das auf physikalische Parameter basiert,
die aus der reduzierten Analyse der experimentellen Daten festgelegt wer-
den (Modelbasierte Reduktionsmethode). Dabei werden die verschiedenen
Bereiche des Versuchstands, wie das Plenum, der Brenner, die Flamme, . . .
jeweils mit ihrer Transfermatrix charakterisiert. Der Brenner wird mit einem
Druckverlust-Element mit einer effektiven Länge modelliert. Die Flamme
dagegen wird als konzentrierte Wärmefreisetzungszone mit axialer Verteilung
behandelt. Die Ursache der Wärmefreisetzungsfluktuationen wird im Flam-
menmodell als Fluktuationen des Massenstroms am Brenneraustritt und als
Fluktuationen der Luftzahl an der Gaseindüsungsposition angenommen. Die
Ergebnisse zeigen eine sehr gute Übereinstimmung zwischen der direkten,
der hybriden und der modellbasierten Methode, die eine allgemeine Kontrolle
der Methoden darstellen, die zur Analyse des thermoakustischen Verhaltens

vii



dienen. Insbesondere ist die modellbasierte Reduktionsmethode erfolgreich
validiert. Sie reduziert den experimentellen Aufwand deutlich und erlaubt de-
shalb das Bereitstellen von Flammendaten zusätzlicher Betriebspunkte.

Um eine detaillierte Stabilitätsanalyse einer Industriegasturbine mit Hilfe des
Netzwerkmodells durchzuführen, müssen die dynamischen Flammeneigen-
schaften von bestimmten Betriebspunkten bekannt sein. Es werden rele-
vante Skalierungsregeln zur Berechnung der Flammeneigenschaften an Be-
triebspunkten auf Basis der Eigenschaften von bekannten Punkten abgeleitet.
Für die Berechnung der Flammenlänge wird ein vereinfachtes geometrisches
Flammenlänge-Modell verwendet. Mit diesem Modell erhält man den mit-
tleren Zeitverzug und die Zeitverzugsverteilung, die proportional zur Flam-
menlänge sind. Des Weiteren wird eine neue Korrelation zur Berechnung
des Flammeninteraktionsindexes vorgeschlagen. Der Vergleich zwischen der
gemessenen und der modellbasierenden Flammenlänge sowie dem konvek-
tiven Zeitverzug zeigt eine hervorragende Übereinstimmung und demonstri-
ert somit die Fähigkeit des Modells, experimentelle Daten im Betriebsbereich
des Brenners zu reproduzieren.
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Nomenclature

Notation

p mean value of p
p ′ acoustic fluctuation of p
p̂ complex amplitude
pk p at position k
Ti j the i j element of the matrix T
x∗ non dimensionalized value of x

Latin Characters

Ai cross sectional area at location i
c speed of sound [m/s]
C model coefficient
d diameter of the duct [m]
D nominal burner exit diameter [m]
e relative error, specific internal energy
f mass inherent external body forces
f Riemann invariant travelling in positive x-direction [m/s],

frequency [H z]
g Riemann invariant travelling in negative x-direction [m/s]
h duct height [m]
i imaginary unit
k ,ki wave number, wave number in i –direction
l length [m]
lt turbulent length scale [m]
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Nomenclature

L f flame length [m]
m mass source terms
ṁ mass flow rate [kg /s]
ṁA mass flow rate per unit area [kg /s −m2]
MW f molecular weight of the fuel [kg / kmol]
n interaction index, sample index
N total number of microphones, total number of samples
O order of magnitude
p pressure [Pa]
P thermal power[kW ]
q heat source terms
Q̇ heat release rate per unit area [W /m2]
r radius of the duct [m]
R reflection coefficient, gas constant [J / mol–K]
s entropy [J/kg −K ]
sl laminar flame speed [m/s]
t time [s]
T temperature[K ]
u, v, w velocity in x-, y- and z-direction [m/s]
U nominal burner exit velocity [m/s]
�v velocity vector [m/s]
x, y, z Cartesian coordinates [m]
Z acoustic impedance

Greek Characters

α0 flow jet half angle [deg]
α thermal diffusivity [m2/s], area ratio, flame half angle [deg]
β ratio of specific impedance [ρhcc/ρhch]
δ thickness of boundary layer, laminar flame front thickness [m]
γ ratio of specific heats [cp/cv]
λ air excess ratio, wave length [m]
ν kinematic viscosity [m2/s]
φ equivalence ratio, phase angle [rad]
Φ probability density function
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Nomenclature

ρ density [kg /m3]
σ time delay distribution [s]
σφ time delay distribution due to equivalence ratio fluctuations [s]
τ average time delay [s]
τ0 mean shear stress [N/m2]
τφ average time delay due to equivalence ratio fluctuations [s]
ζ loss coefficient
ω angular frequency [rad/s]
¯̇ω mean reaction rate [kmol/s −m3]

Indices

ac acoustic
ad adiabatic
b burner
c cold side, model coefficient
cc combustion chamber
co cut–off
conv convective
crit critical
d downstream side, damping
e exit
eff effective
exp experiment
f flame
h hot side
hyd hydraulic
k position
l sub layer, laminar
mod model
OH OH*–chemiluminescence
Pl plenum
ref reference
σ2 standard deviation squared
τ average time delay
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Nomenclature

th thermal
u upstream side
0 at the burner exit plane

Non-Dimensional numbers
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u′ · s2

l
ν

]
He Helmholtz number [-]
K a Karlovitz number [

�
Ret /Dat ]

M Mach number [U /c]
Pr Prandtl number [ν/α]
Ret turbulent Reynolds number [u′ · lt /ν]
Sh Shear number [r

�
ω/ν]

Str Strouhal number[ f XOH /U ]

Abbreviations

BTM Burner transfer matrix
BFTM Burner transfer matrix with flame
CFD Computational fluid dynamics
Erf Error function term
FTM Flame transfer matrix
IPM Injector premixed mode
MBRM Model based regression method
MMM Multi microphone method
OLG Open loop gain method
PIV Particle image velocimetry
PPM Perfectly premixed mode
R–H Rankine-Hugoniot relations
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1 Introduction

This thesis is based on work performed by the author at the Lehrstuhl für
Thermodynamik, TU–München as part of the research project “Kraftwerke
des 21. Jahrhunderts KW21, Teilprojekt – GV4” dealing with combustion oscil-
lations in annular combustion chambers. The goal of this project is to investi-
gate both experimentally and theoretically the dynamic flame characteristics
given by their transfer matrices in a single burner combustion chamber and
in an annular multi–burner combustion chamber. Special attention is given
to the transferability of the results between both configurations. The specific
emphasis of this thesis is the development of methods to determine the ther-
moacoustic characteristics of flames in an atmospheric single burner test rig
and check their feasibility before using them in annular test rig.

The first section of this chapter introduces briefly the advantages and prob-
lems associated with lean premixed gas turbine combustion technology. Sec-
tion two describes various approaches to solve the problems with combus-
tion instabilities including different experimental methods used to validate
the thermoacoustic models. Section three briefs on the application of network
models to perform the stability analysis and its prerequisites like scaling rules.
Towards the end section four gives the overview of the thesis.

1.1 Lean premixed combustion instabilities

An increased environmental awareness and competitive power production
are driving the gas turbine manufacturers towards lean premixed combustion
as the prevailing technology in particular for stationary gas turbines. Since the
formation of NOx (thermal NOx) has a strong dependence on the local tem-
perature in the region of combustion [9, 45], a uniform temperature is desir-
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able in the combustion region. This can be achieved by mixing the fuel and
air very well before reaching the main reaction zone. Also, limiting the flame
temperature using considerable excess air, i.e. lean flames, does not necessar-
ily reduce the thermodynamic efficiency of present gas turbine cycles. This
is because in the original (older) gas turbines the primary combustion gases
would have been diluted by adding a large quantity of air in the later part of
the combustor to produce an appropriate combustor exit temperature, the
prime determinant of efficiency. Thus the flame temperature may be lowered
for achieving low NOx levels without effecting the combustor exit temperature
by using the entire air for premixing with the fuel rather than diluting in the
later stage. This has made lean premixed combustion a standard combustion
technology to meet low NOx objectives.

Unfortunately, lean premix technologies increase the combustion stability
problems well known as thermoacoustic instabilities [10, 37, 46]. Due to the
absence of mixture gradients, which provide very stable flames, the flame be-
comes very sensitive to the perturbations of the velocity and equivalence ra-
tio. Also, the acoustic damping in the combustion chamber is reduced as the
dilution air holes and their associated pressure losses are eliminated. These
combustion driven oscillations may constrain the operating envelope and
power output of installed machines and in some cases, lead to failure of the
hot combustion chamber components. These instabilities arise mainly due to
the interaction of acoustic waves and unsteady heat release in the combus-
tion chamber. They grow in time depending on the relative phases between
the unsteady heat release and pressure at the heat source. This mechanism
is described by the Rayleigh criterion [77] represented mathematically as the
Rayleigh integral:

∮
t

p ′(t )Q̇ ′(t ) d t > 0 (1.1)

where p ′ is the pressure fluctuation and Q̇′ is the heat release rate fluctuation.
The Rayleigh integral becomes positive (negative) when the pressure and heat
release fluctuations are in phase (out of phase), to enhance (suppress) oscilla-
tions. But the acoustic energy gained (Eqn. 1.1) can be lost/reduced due to the
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1.1 Lean premixed combustion instabilities

dissipation/damping effects within the combustor. Therefore, the instabilities
grow in time only if the energy supplied by the periodic combustion process
to the acoustic field is larger than the rate at which the acoustic energy is dissi-
pated within the combustor and/or transmitted through its boundaries. Thus
the Rayleigh criterion represents a necessary, but not sufficient criterion for
instability to occur.

1.1.1 Instability driving mechanisms

The combustion instabilities stated above are due to complex interactions of
the flame with the acoustics of the system. The acoustic waves travel back and
forth across the entire combustion system. Therefore, the boundary condi-
tions far upstream and downstream of the flame also influence flame stabil-
ity. An overview of several possible mechanisms that drive combustion insta-
bilities in a gas turbine combustor are shown in the Fig. 1.1. Here a simple
combustion system with several individual components like air/fuel supply,
burner, combustion chamber with the flame and the combustor exit is con-
sidered. The performance of such combustion systems is very much depen-
dent on the degree of air–fuel mixing, the dynamic flame response to inher-
ent turbulence noise and, importantly, to the acoustic properties of the sys-
tem. The acoustic behaviour of the burner and flame are given by their re-
spective transfer matrices, which relate the acoustic variables pressure p ′ and
velocity u′ across these elements. Usually these acoustic quantities are ex-
pressed in terms of forward ( f ) and backward (g ) travelling waves known as
Riemann Invariants [73]. The supply unit and the combustor exit are charac-
terized acoustically by their boundary conditions given by their impedances
(Z ). The acoustic characteristics of these elements will be discussed in chapter
2.

Now consider small perturbations in the flow field due to turbulence at the
burner exit which causes flame area fluctuations and, consequently, heat re-
lease fluctuations (Q̇ ′) [46, 89]. This causes fluctuations in volume expansion,
producing perturbations of combustor pressure. These fluctuations (in terms
of f , g ) travel with the speed of sound to the end of the combustor and are
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Figure 1.1: Combustion instability driving mechanisms in a model gas turbine
combustor

then reflected back towards the flame zone. The magnitude of the reflected
waves depends on the acoustic boundary condition at the combustor exit (e.g.
impedance Zd ). However, the magnitude of these reflected waves is very small
compared to the turbulent noise generated at the flame front and will not
directly influence the heat release fluctuations. Instead, these waves travel
upstream through the burner into the plenum and modulates the air and
fuel flow rate again depending on their respective acoustic boundary con-
ditions (impedance Zu and Zf uel ). These cause perturbations in velocity (u′)
and equivalence ratio (φ′) within the burner unit. These velocity fluctuations
may trigger the already existing shear layer disturbances caused by flow sep-
aration from the flame holder (burner) and augments in formation of large
scale coherent vortices during the rapid expansion of the jet into the combus-
tor [30,62,67,85]. Often the magnitude of these velocity fluctuations is needed
to be above a certain threshold value to actually trigger the flow field and to in-
fluence the coherent flow structures.
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1.1 Lean premixed combustion instabilities

Initially, these coherent vortices contain combustible mixture. Later, as they
propagate, these vortices entrain hot combustion products and get ignited.
This causes a rapid combustion and sudden breakdown of the vortical struc-
ture into turbulence [7, 96, 98]. Also these vortical structures, which are con-
vected along the mean flow, reach the flame after certain time delay (τ) and
cause the flame surface area to fluctuate. This conversion of acoustic veloc-
ity fluctuations in convective transport of the fuel is believed to be the most
important mechanism leading to thermoacoustic instabilities. An oscillatory
heat release rate process is produced that can drive the acoustic field in the
combustor. These processes complete the feed back loop to sustain the com-
bustion instabilities. Depending on the phase relation between the heat re-
lease and pressure oscillations the combustion instabilities either grow or get
suppressed with time as given by Eqn. 1.1.

In addition, the equivalence ratio fluctuations (φ′) convected into the flame
zone influence the heat release rate. This effect produces periodic temper-
ature fluctuations causing strong deviations from the isentropic state of the
flow well known as entropy wave fluctuations (s ′) [47, 81]. These tempera-
ture non–uniformities in the flow result in local density fluctuations which
can interact with the acoustic field. The entropy waves when convected
across strong area contractions like the combustor exit, will effect the re-
flected waves which modulate the combustor acoustics. As discussed previ-
ously these waves travel towards the supply side and forms a feed back loop
for driving combustion instabilities.

1.1.2 Instability damping mechanisms

Acoustic damping plays an important role in the attenuation of combustion
instabilities [37, 46]. The acoustic energy gained as discussed in the preceding
section can be dissipated by the following mechanisms:

Viscous and heat transfer mechanisms: These effects mainly consist of
boundary layer losses and flow separation losses. Boundary layer losses oc-
cur due to the acoustic perturbations close to the walls/surfaces of the sys-
tem where viscosity and thermal dissipation are dominant [63, 79]. The flow
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separation losses can occur in zones of strong velocity gradients e.g. rapid ex-
pansion of the jet into the combustor. Here, the acoustic energy is transferred
between the acoustic mode and vorticity mode through the mean flow [56,58].
These mechanisms are in particular important for acoustic losses occurring in
recirculation zones and in shear layers.

Convection and structural damping: Here the acoustic energy is lost from the
system by convection through the mean flow e.g. to the non-rigid combustor
walls. Usually these losses increase with increase in Mach number and also
with increasing frequencies.

Transfer of energy from natural modes to other higher modes: This mech-
anism consists of transferring energy from the excited modes (natural fre-
quency) to other modes that oscillate at frequencies that are not amplified in
the combustor or at which the energy is more rapidly dissipated. Non-linear
combustor behavior is the key to promote this transfer of acoustic energy to
higher modes or even sometimes to subharmonic modes [11].

1.2 Various approaches to the problem

In order to understand and avoid thermoacoustic instabilities numerous the-
oretical and experimental investigations were carried out in the past, e.g.
[10, 16, 42, 68, 84, 89], all of which aim at methods to predict the thermoacous-
tic stability of a given combustor. The following section gives an overview of
these approaches investigated.

1.2.1 Modelling

Network modelling approach: Complex thermoacoustic systems such as in
gas turbines can be represented by simple network models consisting of in-
dividual elements of the system like supply duct, burner, flame, chocked exit
etc.. Each of these elements is represented as multi–port, and described math-
ematically by its respective transfer matrix. In this basic representation, a
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1.2 Various approaches to the problem

transfer matrix gives the linear relationships between acoustic variables e.g.
fluctuations of pressure p ′ and velocity u′ at the ports of an element. For sim-
ple components like ducts, area change etc., the transfer matrix can be derived
from the (linearized) equations of conservation of mass and momentum and
suitable additional assumptions. However, the determination of the transfer
matrix from first principles is not possible due to complex interactions of the
acoustic waves across these elements for burners and flames. Therefore, the
transfer matrices of these individual elements are determined by appropriate
analytical, numerical and experimental methods [2, 54, 61, 72, 92].

Usually burner and flame are treated as compact elements, as the geomet-
ric length of these elements is small compared to the acoustic wavelength.
From the conservation of mass and the linearized unsteady Bernoulli equa-
tion the model for the burner is obtained as a pressure loss element [59, 68].
In this notation the burner transfer matrix couples the acoustic field up– and
downstream of the burner element, independent of combustion. Several in-
vestigations have been made on the coupling between the acoustic field and
fluctuating heat release using the well known Rankine–Hugoniot (R–H) re-
lations [6, 71]. Crocco and Cheng [10] have proposed the sensitive time lag
model, classically known as n−τ model, originally for describing the unsteady
heat release in liquid propellant rocket motors as a result of pressure fluctu-
ations. But for low Mach number applications like in the gas turbines it can
be assumed that the periodic heat release fluctuations are mainly a result of
periodic velocity fluctuations from the burner exit after a certain time delay τ.
The factor n represents the interaction index, which is a proportionality con-
stant, showing to what extent the heat release fluctuations are amplified with
respect to the velocity fluctuations. This simple model has been found to be
very useful in predicting the quantitative behavior of combustion oscillations
in a variety of cases e.g. [24,37]. This model was further developed to take into
account the axial dispersion of flame perturbations due to the effect of equiv-
alence ratio fluctuations (φ′) [81, 89]. Sattelmayer, [81] has made a detailed
analytical investigation on the influence of φ′ and its axial dispersion on the
heat release fluctuations (Q̇ ′) using a model combustor.

A low order network model can be formulated, once all the constituent ele-
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ments are expressed analytically, coupling the unknown acoustic variables p ′

and u′ at several ports or junctions in terms of their transfer matrices. All the
coefficients of the transfer matrices can be combined to form a system ma-
trix relating the unknowns, which can be solved numerically. A short review
of previous work carried out exclusively on the development of thermoacous-
tic tools is presented in [68]. The application of low order models for ther-
moacoustic stability analysis has been performed by many researchers even
as early as in 1956 by Merk [52] for a simple geometry with fuel supply sys-
tem, a burner head and a combustion system. Later similar studies were car-
ried out on Rijke tubes [32, 76] and lean premixed stationary gas turbine sys-
tems [37]. The validation of the low order 1–D network model against exper-
iments and some times numerical data has been carried out by Schuermans
et al. 2000 [93] and Gentemann et al. 2003 [28]. Furthermore, the low order
network models have been extended to be applicable for annular combustors
with 3–D geometries. Under the guidance of Keller. J., Curlier in 1996 [12] has
developed an acoustic feed back program (AF P ) to simulate the acoustic re-
sponse of a network system. Later a thermoacoustic software t a2 tool (written
as a Mathematica package) has been developed over several years as a result of
research projects carried out at ABB corporate research [73]. An advanced ver-
sion of this software known as taX is under development at TU München [36].

Computational methods: Application of computational fluid dynamics (CFD)
for thermoacoustic instability problems has gained interest due to its robust-
ness in capturing all relevant processes. It has been proposed recently to
use the transient CFD data in combination with an efficient network mod-
els [69, 91] for thermoacoustic analysis of gas turbine systems. Here only a
part of the problem that cannot be represented by low order network mod-
els, such as acoustic boundary condition, burner and flame are computed by
CFD. One disadvantage of this approach is that it relies strongly on how well
the physics is represented by numerics. Also, due to high computational cost,
the length of the time traces computed is limited and very short compared to
the experiments. Therefore, very efficient system identification methods are
required for the post processing of CFD data. Flohr et al. 2001 and Krebs et al.
2002 [25, 41] have used CFD for modelling the time delay and its distribution
in a premixed combustion system.

8
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1.2.2 Experimental methods

In order to validate the analytical and numerical (thermoacoustic) models as
outlined previously, reliable experimental data is required. Some of the avail-
able experimental methods from the literature concerned to thermoacoustic
instabilities are explained below:

Direct transfer matrices: In analogy to electronic two ports used to charac-
terize passive electronic networks, acoustic two ports are introduced to char-
acterize the plane wave field in complex geometries with ducts, bends, junc-
tions, area changes etc. [1]. The transfer matrix represents mathematically the
acoustic two-port and links the acoustic variables like pressure and velocity
across the element. The experimental and theoretical determination of acous-
tical two ports or four pole matrices are presented by Abom, 1992, Munjal and
Dodgie, 1990 [1, 54]. To determine the acoustic properties at two ports/four
poles two independent test states are required. This is done either by acoustic
forcing on one end and changing the load (two load method) or by chang-
ing the forcing location (two source location method). It has been found that
the two source location method is reliable and can produce two independent
acoustic test states. To overcome the measurement uncertainties that prevail
in the presence of turbulent flow noise and combustion, this technique was
further developed as multi microphone method (MMM), where more micro-
phones are used on either side of the test element [22, 23, 60, 63, 79, 87]. Ex-
perience has shown that this approach requires very high experimental pre-
cision — especially in the presence of mean flow and combustion — sophis-
ticated post–processing of large amounts of raw experimental data, and long
test runs, if the transfer matrix is to be recorded accurately over a range of fre-
quencies [22, 23]. This requires a considerable amount of time, e.g. with eight
sensors approx. three to four hours per data set. Also, in the case of more com-
plex acoustics an exponential growth of the number of sensors required to re-
solve the acoustical modes restricts the use of this technique [20], albeit the
most accurate, to generic tests with 1–D acoustics.

Flame transfer function: Flame transfer function (FTF) give the dynamic re-
lation between the heat release fluctuations and the velocity fluctuations as
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the function of frequency [33, 39]. It is often determined experimentally and
used to represent flames as acoustic elements in low order network models.
FTF measurements consist of measuring the OH*-chemiluminescence repre-
senting the heat release fluctuations using an UV-photomultiplier and veloc-
ity fluctuations using an anemometer [22]. Here the assumption is made that
the OH-chemiluminescence released is directly proportional to the heat re-
lease rate [31]. The measured FTF is then used with the R–H relations to get
the flame transfer matrix (FTM) making it a hybrid method [2]. In the past
the hybrid method often failed when there were significant equivalence ratio
fluctuations, but recently progress has been made [90]. Extreme care has to be
taken while using the hot wire anemometer in particular when measuring in
complex geometries and hot environment.

Model based regression method: As pointed out previously, it is very difficult
(or rather impossible!) to fully characterize the complex acoustic field in an
annular test rig with MMM directly. This would require a huge number of dy-
namic pressure transducers (>30) apart from large calibration effort. For this
reason, a novel model based regression method (MBRM) which greatly reduces
the experimental effort is developed and first implemented on a single burner
test rig [2]. Furthermore, this method is developed and applied to determine
the FTM in an annular test rig successfully [20]. In this method the acous-
tic field is described as a superposition of discrete number of eigenmodes
following the work of Mastrovito et al. 2005 [50]. The model provides phys-
ical constraints that otherwise would have to be replaced by measured data
and, thereby, allows reducing the number of sensors. A promising feature of
this method is that it requires only one set of measurements unlike the direct
method, where two independent set of acoustic measurements are required.

Flow field investigation: Flow field investigations by laser based techniques
like particle image velocimetry (PIV) [75] and intensified high speed OH*-
Chemiluminescence imaging are becoming increasingly popular to under-
stand the fundamental mechanism of thermoacoustic instabilities. Fritag et
al. 2006 [26] have performed a detailed analysis of high speed camera phase–
locked images to get locally resolved information revealing different regions
of high activity within the flame. Static mean flame characteristics like flame
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length were obtained using a high speed camera in single burner and annular
multi burner combustion chambers [2,20]. The results indicated that a longer
flames exist in the annular combustor compared to the single combustor, al-
though the area ratio between the two configurations was same. A PIV flow
field investigation was carried out to understand these differences found in
both configurations [21]. The results indicated a free swirling jet flow regime
in contrast to a swirling wall jet regime in annular and single burner config-
urations, respectively, depending on the critical area confinement ratio [27].
Based on these results, it is very important to implement the appropriate cor-
rections to the single burner results before these are used for the stability ana-
lysis of the annular combustion chambers.

1.3 Stability analysis

A stability analysis of a complex combustion system can be performed using a
low order network model as introduced in the previous section. Several au-
thors have used network models representing the Rijke tube as a basic ex-
ample to understand the complex combustion instability theory [15, 40, 51].
The stability of the system is determined by searching for the eigenmodes and
eigenfrequencies by solving the system of equations [57, 83]. The imaginary
part of the eigenfrequencies then tells us whether the system is linearly stable
(if infinitesimal perturbations die out with time) or unstable (if the pertur-
bations grow). This method is well known as dynamic stability analysis. Ad-
ditionally, acoustic damping or loss mechanisms can also be included in the
network model based stability analysis.

However, in this approach, the finding of the roots numerically depends on
the initial guess value and is sometimes very difficult to find all the eigen-
frequencies that may be located any where in the complex plane. For some
cases the coefficients of the system matrix are known only for real–valued fre-
quencies for e.g. FTM determined from experiments. So one cannot solve for
complex–valued roots of the characteristic equation, as the determinant of
the system matrix away from the real axis is not known [68]. To overcome this
problem, the “Generalized Nyquist criterion” can be used to analyze the sta-

11



Introduction

bility of thermoacoustic systems by generating Nyquist plots as proposed by
Sattelmayer and Polifke, 2003 [84]. This method is very powerful and it can be
applied to networks for which the characteristic equation cannot be evaluated
for complex valued frequencies.

1.3.1 Scaling rules

In order to perform a detailed stability analysis using a low order network
model as discussed above the dynamic flame parameters (e.g. n,τ) are re-
quired to characterize each individual operating point. These parameters can
be obtained either experimentally, analytically or from CFD. But, the exper-
imental determination of these parameters in the entire range of operation
of burners is very costly and cumbersome. To solve this issue flame parame-
ters are often obtained from atmospheric single burner test rig measurements
and only at few relevant operating points. These results need to be scaled to
represent all other operating points. Therefore, it is highly desirable to have re-
liable and effective scaling rules as a function of thermal power, equivalence
ratio and preheat temperature. An earlier investigation [33] has shown that
the mean convective time delays can be computed from a simplified heat re-
lease profile exiting from a typical swirl burner. Scaling laws for the prediction
of thermoacoustic characteristics in dependence of the main operating pa-
rameters were formulated and validated for premixed flames by Lohrman and
Büchner, 2004 and Russ et al., 2007 [48,80]. They have obtained a characteris-
tic mean time delay model based on Strouhal number scaling. The mean time
delays strongly depend on the turbulent flame speed which in turn depends
on the operating point. The mean time delay was obtained as a function of
turbulent flame speed and flame geometry (flow angle).

Damköhler, 1940 [13] has presented an early theoretical expression for the tur-
bulent burning velocity. This theory has been applied to determine the turbu-
lent flame speed for large–scale and small–scale turbulence [65]. One of the
prerequisites for proper estimation of turbulent flame speed is to take into
account the effect of turbulent macro scales i.e., length scale lt , RMS veloc-
ity urms and laminar flame speed sl . The laminar flame speed for methane
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as a function of equivalence ratio, preheat temperature and operating pres-
sure can be calculated following Peters, 1997 [64]. An estimate of turbulent
quantities can be obtained as shown in Wäsle et al. 2005 [99]. Blow out char-
acteristics were captured with classical Damköhler number scalings to predict
blowoff equivalence ratios with syngas mixture compositions [55]. Hoffmann
et al. 1994 & 1997 [34, 35] performed experiments and developed a model to
predict the stability limits of turbulent swirling flames in unconfined geome-
tries based on Peclet number. Still, with respect to prediction of proper con-
vective time delays and development of scaling theories reliable experimental
data is required covering several operating points.

1.4 Thesis Overview

Methods to determine the dynamics of premixed flames stabilized with a
scaled down industrial burner in an atmospheric test rig will be presented.
Two gas injection strategies are investigated. In the Perfectly Premixed Mode
(PPM), mixture is generated far upstream of the burner and temporal as well
as spatial mixture inhomogeneities are prevented by static mixers, whereas
in the Injector Premixed Mode (IPM), the mixture is generated by fuel injec-
tors in the burner. This results in temporal as well as spatial mixture inhomo-
geneities. The investigation is made in both static and dynamic operation. In
static operation the flow field is not excited externally and the flow field is ex-
pected to behave as in a steady state. On the other hand, in dynamic operation
the flow field is excited externally using sirens.

Chapter 2 introduces the relevant acoustic theory starting from conservation
equations to the linearized wave equation. The 1D solution of this wave equa-
tion is used to represent the wave prorogation in simple ducts, also including
damping. Relations representing the burner and flame as compact elements
are derived. The flame model based on sensitive time lag is also presented.
Towards the end of the chapter the low order network model used to simulate
the experiments will be illustrated.

In chapter 3, the experimental test facility and the measurement techniques
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applied in this study are presented. In particular, low reflecting boundary con-
ditions were desired for precise acoustic measurements. This was achieved by
implementing an end plate with porosity. Later, the details of the data acqui-
sition procedure and the consecutive application of the post processing tools
developed will be discussed.

The experimental results obtained with various methods are discussed in
chapter 4. The operating domain covering the static and dynamic measure-
ments is presented. The transfer matrices determined from direct MMM are
compared with hybrid and analytical methods. An interpretation of the flame
parameters obtained in both PPM and IPM operation is presented. The low
order network model validation procedure is discussed. A new model based
regression method, which requires only one test state to determine the flame
parameters, is demonstrated. Towards the end, the PIV results obtained from
the single and annular test rig will be discussed.

Chapter 5 introduces scaling rules that were developed to determine the dy-
namic flame parameters at several operating points from a known operating
point. The basic geometric flame model used to predict the flame lengths is
presented and compared with measured flame lengths. Later the sensitive
time lags and their distributions are obtained. A new correlation to scale the
values of the interaction index (n) based on flame length and sensitive time
lag is proposed and validated against the experimental results.

The thesis comes to an end with an overall summary and important conclu-
sions in chapter 6.
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This chapter has two main parts. In the first part, the relevant acoustic the-
ory for wave propagation in fluids will be discussed. From basic conservation
equations the linearized 1–D acoustic wave equation is derived and the as-
sumptions which were made for simplification are stated. The solutions of
this wave equation are used to represent the plane wave propagation in ducts
with one dimensional flow field, in terms of Riemann invariants f and g . The
influence of damping on the wave propagation is also considered. In the sec-
ond part, the acoustic relations representing the compact elements like bur-
ner and flame are derived. An acoustic flame model based on the sensitive
time lag is presented. Towards the end a low order network model developed
to simulate the test rig used in the experiments will be discussed.

2.1 Linearized acoustic relations

The basic conservation equations for mass, momentum and energy and the
equation of state can be written in differential form [78] as follows:

∂ρ

∂t
+∇· (ρ�v) = m (2.1)

ρ
∂�v

∂t
+∇· (ρ�v ·�v)+∇p = f (2.2)

ρ
∂

∂t
(e + 1

2
�v ·�v)+∇· (ρ�v(e + 1

2
�v ·�v))+∇· (p�v ) = q (2.3)

p = p(ρ, s) (2.4)

where m is the mass source terms, f denotes the external body forces and the
viscous forces and q represents the heat sources. Assuming a frictionless flow
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without inherent body forces and heat conduction, the conservation equa-
tions can be simplified to a large extent. In acoustics the fluctuations of pres-
sure and density are considered to be very small compared to the mean quan-
tities. The flow variables p,u,ρ can be decomposed into their mean and oscil-
lating quantities as

p(X, t ) = p +p ′(X, t ) (2.5)

�v(X, t ) = v +v ′(X, t ) (2.6)

ρ(X, t ) = ρ+ρ′(X, t ). (2.7)

Here X is the local coordinate, t is the time, the overbar represent the mean
quantities and the primed quantities represent their acoustic fluctuating com-
ponents. Now substituting the acoustic quantities into the conservation equa-
tions (Eqns. 2.1 & 2.2) without source terms and linearizing around their mean
values, one can get the equations for acoustic perturbations in 1–D without
mean flow (v = 0) as

∂ρ′

∂t
+ρ

∂u′

∂x
= 0 (2.8)

ρ
∂u′

∂t
+ ∂p ′

∂x
= 0. (2.9)

From the basic laws of thermodynamic for a reversible process we get

T d s = d e +pd (ρ−1). (2.10)

Using the equation for mechanical energy obtained from the simplified mass
and momentum conservation laws (Eqns. 2.1 & 2.2)

∂e

∂t
− p

ρ2

∂ρ

∂t
= 0 (2.11)

we get the equation for entropy as
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∂s

∂t
+�v ·∇s = 0, (2.12)

which means that the entropy for each particle is constant (isentropic flow).
Now the set of equations for acoustic perturbations can be completed by ob-
taining a relation between the pressure and density from the equation of state
(Eqn. 2.4)

p = ρ2

(
∂e

∂ρ

)
s

(2.13)

T =
(
∂e

∂s

)
ρ

. (2.14)

Equation 2.13 can be written in differential form using Taylor series, after ne-
glecting higher order terms, as

d p =
(
∂p

∂ρ

)
s

dρ+
(
∂p

∂s

)
ρ

d s. (2.15)

With d s = 0 and

c2 =
(
∂p

∂ρ

)
s

(2.16)

where c is the mean speed of sound, we get the following relation for acoustic
pressure and density

p ′ = c2ρ′. (2.17)
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2.2 Wave equation and solution

A linearized wave equation can be derived by differentiating Eqn. 2.8 with re-
spect to t and Eqn. 2.9 with respect to x and subtracting one from another in
order to eliminate the acoustic velocity. This yields the following relation:

∂2ρ′

∂t 2
− ∂2p ′

∂x2
= 0. (2.18)

This equation is known as 1–D acoustic wave equation and using Eqn. 2.17 the
wave equation in its classical form can be obtained as

∂2p ′

∂t 2
− c2∂

2p ′

∂x2
= 0. (2.19)

Properties of the wave equation: The wave equation is linear allowing super-
position of solutions. The wave equation is homogeneous, and has no forcing
terms, which drive or damp the pressure perturbations. The wave equation
(Eqn. 2.19) can be factorized and represented as

(
∂

∂t
+ c

∂

∂x

)(
∂

∂t
− c

∂

∂x

)
p ′ = 0. (2.20)

The general solution of the wave equation from D’Alembert’s method for 1–D
can be obtained as

p ′(x, t )

ρc
= f (x − ct )+ g (x + ct ) (2.21)

where f and g are the arbitrary constants determined by boundary and ini-
tial conditions. It can be seen from the arguments x ±ct , that f represents
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the wave propagating in the positive x-direction and g represents the wave
running in the negative x-direction. This solution is in particular useful in de-
termining the acoustic variables in hard walled ducts with planar propagating
waves. The factor ρ c is used to normalize the pressure and attain units that
are consistent with velocity.

Using the general solution of the wave equation (Eqn. 2.21) in the Eqn. 2.9
(also known as linearized Euler equation), the acoustic velocity can be ob-
tained in terms of f and g as

u′(x, t ) = f (x − ct )− g (x + ct ). (2.22)

Using Eqns. 2.21 and 2.22 the Riemann invariants f and g can be expressed in
terms of p ′ and u′ as

f = 1

2

(
p ′

ρc
+u′
)

(2.23)

g = 1

2

(
p ′

ρc
−u′
)

. (2.24)

Now assuming a harmonic time dependence of the Riemann invariants in ex-
ponential form eiωt , a harmonic solution of the wave equation (Eqn. 2.19) can
be obtained. From Eqns. 2.21 and 2.22 we get

p ′(x, t )

ρc
= f · eiω(t−x/c)+ g · eiω(t+x/c) (2.25)

u′(x, t ) = f · eiω(t−x/c)− g · eiω(t+x/c). (2.26)

Here ω= 2π f represents the angular frequency of the wave under considera-
tion. Using the wave number defined as k = ω/c , the Eqns. 2.25 and 2.26 can
be written as
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p ′(x, t )

ρc
= f · e (iωt−i kx)+ g · e (iωt+i kx) (2.27)

u′(x, t ) = f · e (iωt−i kx)− g · e (iωt+i kx). (2.28)

This form of the harmonic solution in complex notation is very handy, espe-
cially in formulating acoustic relations for the wave propagation in the context
of network modelling.

2.2.1 Convective wave equation

The wave equation with mean flow can be derived similarly as shown in the
previous section using the acoustic conservation equations (from Eqns. 2.8 &
2.9). Now the mean velocity is non-zero, u �= 0 so the linearized Euler equa-
tions in 1–D become

(
∂

∂t
+u

∂

∂x

)
p ′

c2
+ρ

∂u′

∂x
= 0 (2.29)

ρ

(
∂u′

∂t
+u

∂u′

∂x

)
+ ∂p ′

∂x
= 0. (2.30)

Subtracting the divergence ( ∂
∂x ) of the momentum conservation law (Eqn.

2.30) from the total time derivative (∂t +u∂x) of the mass conservation law
(Eqn. 2.29) to eliminate u′ the convective wave equation is obtained as

(
∂

∂t
+u

∂

∂x

)2
p ′ − c2∂

2p ′

∂x2
= 0. (2.31)

It can be seen by comparing Eqn. 2.31 with Eqn. 2.19 a structurally equal
ansatz, will solve Eqn. 2.31. We obtain in analogous to Eqns. 2.21 and 2.22
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p ′(x, t )

ρc
= f (x − (c +u)t )+ g (x + (c −u)t ) (2.32)

u′(x, t ) = f (x − (c +u)t )− g (x + (c −u)t ). (2.33)

Here, the solution can be interpreted as the forward travelling wave f with a
propagation speed of c +u and the backward travelling wave g with a prop-
agation speed of c −u. The harmonic solution of the wave equation can be
obtained as

p ′(x, t )

ρc
= f · e (iωt−i k+x) + g · e (iωt+i k−x) (2.34)

u′(x, t ) = f · e (iωt−i k+x) − g · e (iωt+i k−x) (2.35)

with the convective wave number defined as

k± = ω

c ±u
= k

1±M
. (2.36)

2.2.2 Wave propagation with damping

Acoustic damping plays an important role in combustion instabilities. In-
creased damping due to the thermo viscous effects may even suppress self
excited acoustic instabilities at the resonance frequencies. To investigate the
influence of damping on the wave prorogation, the damped duct is introduced
following the work of Peters et al. 1993 [63]. In the presence of mean flow,
the convective effect on the damping of acoustic waves has been studied by
Ronneberger, 1977 [79]. He proposed a quasi–laminar theory with two impor-
tant parameters: δac = �

2ν/ω the thickness of acoustic boundary layer and
δl ≈ 10ν/

√
τ0/ρ0, the thickness of the viscous sublayer of the turbulent mean

flow boundary layer. Here ν is the kinematic viscosity, ρ0 is the density of the
fluid and τ0 is the mean shear stress. If their ratio is small (δac/δl << 1), the
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damping of acoustic waves is not influenced by the turbulent stresses. But for
the case δac/δl > 1, turbulence effects the damping. In the low frequency ap-
proximation, for which kr << 1 and for high shear numbers Sh = r

�
ω/ν>> 1,

with r the radius of the duct and ν the kinematic viscosity of the medium, the
acoustic plane wave propagation is governed by an additional damping term.
This results in a correction factor to the wave number (Eqn. 2.36) as follows:

k± = ω

c ±u

[
1+ 1− i�

2Sh

(
1+ γ−1�

Pr

)
− i

Sh2

(
1+ γ−1�

Pr
− γ

2

γ−1

Pr

)]
(2.37)

where Pr is the Prandtl number and γ the ratio of specific heats. The tem-
perature dependency of the kinematic viscosity is given by ν= A+B(T −Tref),
with T the absolute temperature of the fluid (air) inside the duct, A = 1.51×
10−5m2/s, B = 9.2×10−8m2/s/K and Tref = 293.16K . The first correction term
in the equation, which is inversely proportional to the shear number, changes
the phase velocity of the acoustic plane waves. The second term which is in-
versely proportional to Sh2 is usually neglected for Sh > 20 (Davies, 1988 [14]).
In the present study the value of the shear number for the lowest frequency
of interest (10Hz) with a radius of the duct around 60 mm will be Sh = 74.
Therefore the second term can be neglected. With an additional factor (Cd ),
the roughness of the inner surface of the duct, taken into account the Eqn.
2.37 becomes

k± = ω

c ±u

[
1+Cd

1− i�
2Sh

(
1+ γ−1�

Pr

)]
. (2.38)

As can be seen from the Eqn. 2.38 the effect of damping is two–fold. The real
part will increase the wave number which reflects the well known decrease of
the resonance frequency in damped systems when compared with undamped
systems. The imaginary part provides amplitude damping according to

αd = ω

c ±u

[
Cd�
2Sh

(
1+ γ−1�

Pr

)]
. (2.39)

With these equations implemented in the network models the wave propaga-
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tion in damped ducts can be obtained and hence the acoustic response in the
presence of damping can be simulated.

2.3 Duct element

The present study is oriented to develop a low order 1–D network model rep-
resenting a gas turbine combustion system which mainly consists of geome-
tries that can be represented by straight ducts and few connecting elements to
represent area changes. Therefore the acoustic wave propagation in a straight
uniform duct will be discussed in this section. Consider a simple duct of length
l and diameter d with mean flow. Assuming a harmonic, 1–D wave propaga-
tion, the acoustic pressure (Eqn. 2.34) at two different locations x1 and x2 at a
given moment t0 in time can be related by a linear set of equations [22, 87] as

⎛
⎝ p ′

1
ρc
p ′

2
ρc

⎞
⎠ =
(

e−i k+x1 ei k−x1

e−i k+x2 ei k−x2

)(
f
g

)
. (2.40)

Alternatively, the relation between Riemann invariants at two locations x1 and
x2 can be obtained using Eqn. 2.34 and expressed in terms of a linear transfer
matrix as [87]

(
f
g

)
2

=
(

e−i k+(x2−x1) 0
0 ei k+(x2−x1)

)
︸ ︷︷ ︸

TM f g (ω)

(
f
g

)
1

. (2.41)

The Eqn. 2.41 gives the transfer matrix (TM f g ) of the duct element which de-
scribes how the acoustic information is being transfered from one end to the
other end. Also, the transfer matrix in the f and g notation can be easily trans-
formed into p and u notation using the coordinate transformation as follows:
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TMpu = Ω ·TMf g ·Ω−1 (2.42)

TM f g = Ω−1 ·TMpu ·Ω (2.43)

(2.44)

using the transformation matrix

Ω =
(

1 1
1 −1

)
. (2.45)

However, in reality a gas turbine combustion system has not only the duct
elements but also area changes that e.g. join ducts of unequal cross section
and other connecting elements (node elements). These are called compact el-
ements since they either have no physical extent or have lengths that are small
compared with the acoustic wave length. Such elements are discussed in de-
tail in the following section.

2.4 Compact elements

In the field of thermoacoustics concerned with network modeling the burner
and flame are usually represented as acoustically compact elements based on
the assumption that the geometric length (l ) of these elements is very small
compared to the acoustic wave length (λ). This condition is represented math-
ematically by Helmholtz number He = ωl

c = k l << 1. A compact element can
be interpreted as a discontinuity between two flow states and cannot be de-
scribed in detail. Here only the relations suitable to match the flow conditions
between two elements are derived from the conservation equations. In the
acoustic network modelling approach, several elements are interconnected at
their junctions. At these junctions the surface areas should be equal. There-
fore, appropriate corrections are required for the area change to match with
its connecting element. This approach is valid in the low frequency range of
interest assuming, 1–D flow field, incompressible, isentropic and irrotational
flow without source terms.
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2.4 Compact elements

2.4.1 Compact element with losses

In this section the acoustic relations to represent a compact element with
losses and inertia will be derived from the conservation of mass and momen-
tum equations [73]. The relations thus developed will be applicable to any el-
ement in general with losses like in a sudden area change or a burner with
complex acoustic pressure losses. This type of element with an arbitrary ge-
ometry can be schematically represented as shown in Fig. 2.1.

A1 A2

x1 x2
x

Ax

Figure 2.1: Acoustically compact element (courtesy Polifke et al. 1997 [73])

Mass conservation:
By integrating the mass conservation equation (Eqn. 2.1) over a fixed volume
gives

∂

∂t

∫
V

ρ dV +
∫
A

ρ �v d�A = 0. (2.46)

Now assuming a quasi 1–D flow field through the compact element (Fig. 2.1)
Eqn. 2.46 can be integrated for the volume enclosed between the two axial
planes at x = x1 and x = x2 as

∂

∂t

x2∫
x1

ρ(x) A(x) d x + [ρu A
]2

1 = 0. (2.47)

Substituting the acoustic variables as given in Eqns. 2.6 & 2.7 and after lin-
earizing and retaining only the acoustic quantities gives
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∂

∂t

x2∫
x1

ρ′ A(x) d x + [( ρ′u +ρu′ )A
]2

1
= 0. (2.48)

Once again assuming a harmonic time dependency and for density, ρ′(x) =
ρ1 +O(kl ) we get

iωρ′
1

x2∫
x1

A(x) d x + [( ρ′u +ρu′ )A
]2

1
= O(kl )2. (2.49)

Assuming a constant speed of sound and using the relation ρ′ = p ′/c2 we get

iω
p ′

1

c2

x2∫
x1

A(x) d x +
[(

p ′
c2 u +ρu′

)
A
]2

1
= 0. (2.50)

Now defining a reduced length as

lred =
x2∫

x1

A(x)

A2
d x (2.51)

and substituting into Eqn. 2.50, dividing by mean density ρ, one can obtain
the acoustic mass conservation equation for a compact element as

iω

c
lred A2

p ′
1

ρc
+
[(

p ′
ρc M +u′

)
A
]2

1
= 0. (2.52)

The first term in the above equation can often be neglected, using the assump-
tion of compactness, as its absolute value is very small compared to the other
terms (for more details see Polifke et al. 1997 [73]). So the equation above is
further simplified as

[(
p ′
ρc M +u′

)
A
]2

1
= 0. (2.53)
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Momentum conservation:
From the conservation of momentum (Eqn. 2.2) without source terms the
Bernoulli equation for non-stationary, compressible flow field can be ob-
tained. According to Polifke et al. 1997 [73], the Bernoulli equation for com-
pressible and incompressible flow are equivalent up to second order in Mach
numbers. Therefore, in this study (gas turbine applications) for low Mach
number flows the incompressible Bernoulli equation is applicable. The mo-
mentum equation Eqn. 2.2 without source terms is written as

∂�v

∂t
+∇· (�v ·�v)+ ∇p

ρ
= 0. (2.54)

Applying this equation for a compact element (Fig. 2.1), i.e. integrating be-
tween two points at x = x1 and x = x2 in a one dimensional flow field, the
Bernoulli equation is obtained:

∂

∂t

x2∫
x1

u ∂x +
[

u2

2
+ p

ρ

]2

1

= 0. (2.55)

A pressure loss which can occur due to friction or/and flow separation can be
obtained from steady state Bernoulli equation between two points as follows:

p1 +
ρu2

1

2
= p2 +

ρu2
2

2
+Δp. (2.56)

Where Δp represents the pressure loss term and is usually defined as

Δp = ζρu2
2

2
. (2.57)

The value of the loss coefficient ζ is dependent on the selection of reference
cross sectional area which determines the reference velocity up– or down-
stream of the element. Now substituting Eqn. 2.57 after dividing it by mean
density ρ into Eqn. 2.55 to account for pressure losses we get
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∂

∂t

x2∫
x1

u d x +
[

u2

2
+ p

ρ

]2

1

+ ζu2
2

2
= 0. (2.58)

Introducing the acoustic relations (Eqns. 2.5 and 2.6) into Eqn. 2.58, consid-
ering the harmonic time dependency of acoustic fluctuations, linearizing and
dividing by c yields

iω

c

x2∫
x1

u′d x +
[

p ′

ρc
+Mu′

]2

1

+M2u′
2ζ = 0. (2.59)

With the compactness assumption, from continuity u′(x) = u′
1 A1/A(x), the in-

tegral term in Eqn. 2.59 can be approximated as

iω

c

x2∫
x1

u′(x)d x = i ku′
1

x2∫
x1

A1

A(x)
d x = i kleffu

′
1. (2.60)

The term leff introduced in Eqn. 2.60 takes into account the effect of inertia,
i.e. the pressure drop between two reference positions 1 and 2 (p ′

1 − p ′
2) will

accelerate the fluid between these points, which change the acoustic velocity
u′ gradually through the element, leading to a phase shift between pressure
drop p ′

1 −p ′
2 and u′ [68].

Finally, the linearized conservation of momentum equation for an acousti-
cally compact element can be obtained after substituting Eqn. 2.60 in to Eqn.
2.59 as

i kleffu
′
1 +
[

p ′

ρc
+Mu′

]2

1

+M2u′
2ζ = 0. (2.61)
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2.4.2 Burner as a compact element

As discussed above, burners can also be treated as acoustically compact el-
ements. The linearized conservation equations from mass and momentum
(Eqns. 2.52 & 2.61) can be applied to derive a burner transfer matrix relating
the acoustic variables (p ′,u′) up– (1) and downstream (2) as

(
p ′
ρc

u′

)
2

=
(

1 M1 − (1+ζ)αM2 − i kleff

αM1 − i klred α

)
︸ ︷︷ ︸

BT M

(
p ′
ρc

u′

)
1

. (2.62)

Here the α represents the area ratio A1/A2. Also, the higher order terms in
Mach number are neglected for simplicity. The experience has shown that the
influence of the T21 element on the overall transfer matrix is very low and of-
ten being neglected [2,87]. Thus the burner model shown above is completely
described by knowing the values of leff and ζ. However, due to very complex
interaction of the acoustics within the burner (compact element), these pa-
rameters are often obtained by fitting them to the measured transfer matrices
or sometimes even to CFD results [25]. A similar type of transfer matrices to
represent the burner and even sometimes sudden area changes are presented
in the literature [28, 59]. A detailed derivation of the effective length leff and
reduced length lred are presented in [22, 28].

2.5 Acoustic flame model

2.5.1 Rankine–Hugoniot relations for acoustic quantities

Using the same analogy as presented in previous section, the flame can also
be treated as a discontinuity in a reacting medium. The flame is considered as
a thin sheet with all the heat released in this single plane. Thus, the assump-
tion that axial flame length is small compared to the acoustic wave length (i.e.
k l << 1) is applicable. However, the acoustic relations derived so far with-
out heat source cannot be applied since the local conditions are extremely
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non–isentropic. But, the isentropic relations still hold just before and after
the flame. The static relations to describe the mean flow discontinuity condi-
tion will be obtained from the conservation equations. These relations are lin-
earized across the discontinuity. For the steady case, the conservation equa-
tion of mass, momentum, energy and state (Eqns. 2.1-2.4) across a flame sheet
with heat addition per unit area Q̇ can be written as

[
ρu
]h

c = 0 (2.63)[
p +ρu2]h

c = 0 (2.64)

ṁA

[
e + u2

2

]h

c
+ [p u

]h
c = Q̇ (2.65)[

ρRT

p

]h

c

= 0 (2.66)

with the subscripts c , h representing the cold and hot side of the flame sheet,
respectively. ṁA(= ρu) is the mass flow flux observed at the plane of discon-
tinuity (flame sheet). In the equation of state R represents the gas constant
(J/kg ·K ). Using the relations for sound speed in isentropic flow c2 = γp/ρ
and with caloric properties of the gas R and γ being assumed to be constant
across the flame 1 we get

h = cpT = e + p

ρ
= γp

(γ−1)ρ
. (2.67)

Now using the Eqns. 2.63–2.67, the following jump conditions across the flame
well known as Rankine-Hugoniot (R–H) relations can be obtained [6, 38, 71]:

1The temperatures across the flame are assumed to be constant and hence for the ease of notation T = T is
used throughout the text hereafter
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ρc

ρh
= uh

uc
= 1+ (γ−1)Q̇

γpcuc
+O(M 2) (2.68)

ph

pc
= 1− (γ−1)Q̇

pcuc
M 2

c +O(M 4) (2.69)

Th

Tc
=
(

ch

cc

)2
= 1+ (γ−1)Q̇

γpcuc
+O(M 2). (2.70)

With low Mach number assumption, which is the case in this study, the terms
that depend on the second and higher orders in Mach number can be ne-
glected. Now substituting the acoustic relations Eqns. 2.5-2.7 into the above
equations, linearizing and retaining only the terms up to first order in acous-
tic quantities, the Rankine-Hugoniot relations for acoustic perturbations can
be obtained as

(
p ′

ρc

)
h

= β

(
p ′

ρc

)
c

−β

(
Th

Tc
−1

)
Mcuc

(
Q̇ ′

Q̇
+ u′

c

uc

)
(2.71)

u′
h = u′

c +
(

Th

Tc
−1

)
uc

(
Q̇ ′

Q̇
− p ′

c

pc

)
(2.72)

where β = (ρccc)/(ρhch) is the ratio of specific impedances and Q̇ is the av-
erage rate of heat addition per unit area. By rearranging the Eqns. 2.71 and
2.72, the heat release fluctuations are expressed in relative terms of acoustic
velocity fluctuations as

(
p ′

ρc

)
h

= β

(
p ′

ρc

)
c

−β

(
Th

Tc
−1

)
Mcu′

c

(
1+ Q̇ ′/Q̇

u′
c/uc

)
(2.73)

u′
h = −

(
Th

Tc
−1

)
γMc

(
p ′

ρc

)
c

+
(

1+
(

Th

Tc
−1

)
Q̇ ′/Q̇

u′
c/uc

)
u′

c . (2.74)
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2.5.2 Flame transfer functions and transfer matrices

In order to get the relation between the acoustic quantities up– and down-
stream of the flame, one has to know how these quantities influence the heat
release fluctuations. For low Mach number–perfectly premixed flames gener-
ally an assumption is made that the heat release fluctuations are mainly due
to the velocity fluctuations upstream of the flame [22, 49]. The flame transfer
function (FTF) fQ(ω) as a function of frequency can be defined as the ratio of
relative fluctuations of the heat release to the relative fluctuations of the ve-
locity at the burner exit, mathematically represented as

fQ(ω) = Q̇ ′/Q̇

u′
c/uc

. (2.75)

The fluctuations of both heat and velocity are normalized with their respec-
tive mean values. In the low frequency limit (ω→ 0) the FTF approaches to a
value of unity ( fQ(ω) → 1) corresponding to a quasi steady state response of
the flame to the velocity fluctuations at the burner exit. A dynamic response
of the flame is usually observed towards the higher frequencies, which is very
crucial for the prediction of the stability behavior using network models. The
FTF can be obtained either theoretically [17, 38, 71] or experimentally [26, 44].
The FTF is measured using an UV–sensitive photomultiplier with the assump-
tion that the OH*–chemiluminescence from the flame is directly proportional
to the heat release rate [31]. The velocity fluctuation u′

c at the burner exit can
be directly measured from a constant temperature anemometer (CTA). Also,
u′

c can be extracted by measuring only the acoustic pressure upstream using
the 1–D network theory and the BTM, e.g. using Eqn. 2.62 [2].

Now substituting the FTF as defined in Eqn. 2.75 into the acoustic Rankine-
Hugoniot relations Eqns. 2.73 and 2.74 and rearranging the equations, the
flame transfer matrix (FTM) relating the acoustic pressure and velocity up–
(cold, c) and downstream (hot, h) of the flame can be obtained as
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(
p ′
ρc

u′

)
h

=
⎛
⎝ β −β

(
Th
Tc

−1
)

Mc

(
1+ fQ(ω)

)
−
(

Th
Tc

−1
)
γMc 1+

(
Th
Tc

−1
)

fQ(ω)

⎞
⎠

︸ ︷︷ ︸
F T M

(
p ′
ρc

u′

)
c

. (2.76)

2.5.3 Flame as sensitive time lag model

The FTF can also be obtained by means of an analytical flame model with free
parameters. Crocco and Cheng, 1956 [10] have proposed the sensitive time
lag model, classically known as n −τ model for describing the unsteady heat
release in liquid propellant rocket motors. Here the heat release fluctuations
are assumed to be due to pressure fluctuations within the combustor. But, for
the gas turbine applications with very low Mach number approximation it is
assumed that the periodic heat release fluctuations Q̇ ′ are mainly a result of
acoustic velocity (mass flow) fluctuations u′

c from the burner exit after a cer-
tain time delay τ [51]. The factor n represents the interaction index, which is a
proportionality constant, showing to what extent the heat release fluctuations
are amplified with respect to the velocity fluctuations. These can be repre-
sented as

u′
h(t ) = u′

c(t ) + n u′
c(t −τ) (2.77)

⇒ Q̇ ′(t )

Q̇
= n(

Th
Tc

−1
)u′

c(t −τ)

uc
. (2.78)

Substituting the harmonic time dependency of the velocity fluctuations in
the above equations we get the heat release fluctuations as a function of fre-
quency, i.e the FTF fQ(ω), as follows
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u′
h(t ) = u′

c(t ) + nu′
c(t )e−iωτ (2.79)

⇒ Q̇ ′(t )

Q̇
= n(

Th
Tc

−1
)u′

c(t )

uc
e−iωτ (2.80)

⇒ fQ(ω) = Q̇ ′/Q̇

u′
c/uc

= n(
Th
Tc

−1
)e−iωτ. (2.81)

This simple model has laid a strong foundation for the understanding of the
complex thermoacoustic mechanism and also in developing tools for per-
forming stability analysis in various applications [51]. However, this simplis-
tic model is not necessarily valid for practical gas turbine applications, as the
heat release rate Q̇ ′ may respond to velocity and equivalence ratio fluctua-
tions at the location of fuel injection. Sattelmayer, 2003 [81] has demonstrated
that equivalence ratio fluctuations and its convective dispersion should be
taken into account for stability analysis of gas turbine combustors. Hirsch et
al. 2005 [33] have proposed a FTF model that consists of the standard convec-
tive time delay distribution as well as swirl induced velocity fluctuations. This
model has predicted the specific differences observed between the two FTFs
obtained using different burner configurations. Also, Polifke et al. 2001 [70]
have investigated the impact of time delay distributions on the combustion
instability, using different burner nozzles. Its found that with increase of the
time delay distribution the stability actually increases. It is noted that the axial
extent of flame (L f ) may be very small compared to the acoustic wave length
(λac = 2πc/ω) and hence compact. But, with respect to the convective wave
length of equivalence ratio waves (λconv = 2πu/ω) it may not be compact.
Therefore, the effect of axial time lag distribution has to be included along
with a fixed mean time delay for a more realistic description.

2.5.4 Flame as a distributed time lag model

Following the work of Schuermans et al. [87, 89] the heat release fluctuations
are considered to be due to both velocity fluctuations and equivalence ra-
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tio fluctuations. Here the fuel transport and correspondingly combustion is
assumed to take place with an axial distribution, instead of being occurring
at one fixed position without any dispersion. Consequently, the heat release
distribution has been approximated with a Gaussian function with a mean
time delay τ and its standard deviation as σ. A schematic representation of
the above assumption is shown in Fig. 2.2. The ri ,ro represent the inner and
outer radii of the annulus of the burner and the flame axial intensity profile is
shown as red solid line.

Burner σ

τ
ri

ro

Heat release
distribution

iQ

maxQ
.

.

Figure 2.2: Schematic of the heat release distribution of the flame close to the
burner vicinity. This is approximated with a Gaussian function
having mean time delay τ and its standard distribution σ

As seen from Fig. 2.2, the value of time lag at each location on the flame surface
is given by a time lag distribution function (a probability density function) as

Φτ,σ2(t ) = 1�
2πσ

e− 1
2

(t−τ)2

σ2 . (2.82)

The acoustic disturbances at the burner exit will now propagate into the flame
zone according to a mean time delay τ similar to that in Eqn. 2.77, and if dis-
tributed time delay is also included then

u′
h(t ) = u′

c(t ) + n
∫

Φτ,σ2(t ) u′
c(t −τ)d t . (2.83)

With harmonic time dependency the above equation yields
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u′
h(ω) = u′

c(ω) + n u′
c(ω)
∫

Φτ,σ2(t )e−iωτd t . (2.84)

The integral term in the Eqn. 2.84 can be written as

∫
Φτ,σ2(t )e−iωτd t = e− 1

2ω
2σ2−iωτ

(
1

2
Erf

[
t −τ+ iσ2ω�

2σ

])
. (2.85)

Neglecting the error function term in Eqn. 2.85 and then substituting it into
Eqn. 2.84 yields the relation for fluctuating velocity as

u′
h(ω) = u′

c(ω) + n u′
c(ω)e− 1

2ω
2σ2−iωτ. (2.86)

With this equation the corresponding heat release fluctuations and thus the
FTF for PPM operation can be written as

fQ(ω) = n

(
Th

Tc
−1

)−1

e−iωτe− 1
2ω

2σ2
. (2.87)

It will be derived later (in chapter 5) that the value of interaction index will be
n = f (τ,σ,Th/Tc). It will be shown how the value of n is modified to compen-

sate the error in neglecting the term
(

1
2 Erf
[

t−τ+iσ2ω�
2σ

])
in Eqn. 2.85.

Now including the equivalence ratio (φ) fluctuation and its axial dispersion
with mean and standard deviation via two additional parameters τφ and σφ,
respectively, the FTF for more industrially relevant IPM operation can be ob-
tained. But in this case τφ and σφ do not necessarily have the same relation
with n as that of τ and σ. Thus it would seem more appropriate to use two
separate interaction index values (n,nφ). A similar analysis as for PPM case
can be made but with the two additional terms representing the equivalence
ratio fluctuations. We obtain:

fQ(ω) =
(

Th

Tc
−1

)−1 (
ne−iωτ− 1

2ω
2σ2 −nφe−iωτφ− 1

2ω
2σ2

φ

)
. (2.88)
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However, following the work of Schuermans et al. 2004 [89] only one interac-
tion index (n) has proven to be fairly well representative of the flames in IPM
operation and thus a similar relation as above will be used in the present in-
vestigation which is given as

fQ(ω) = n

(
Th

Tc
−1

)−1 (
e−iωτ− 1

2ω
2σ2 −e−iωτφ− 1

2ω
2σ2

φ

)
. (2.89)

With the above relations (Eqns. 2.87 or 2.89) a closure for the heat release fluc-
tuations in terms of acoustic variables is obtained. Thus, the FTF fQ(ω) model
(Eqn. 2.87) can be substituted into FTM based on the R–H relations (Eqn. 2.76)
to yield the acoustic relations for PPM operation as

(
p ′
ρc

u′

)
h

=
⎛
⎝ β −βMc

((
Th
Tc

−1
)
+ne−iωτ− 1

2ω
2σ2
)

−
(

Th
Tc

−1
)
γMc 1+ne−iωτ−i 1

2ω
2σ2

⎞
⎠( p ′

ρc

u′

)
c

(2.90)

and the FTF model (Eqn. 2.89) with the presence of equivalence ratio fluctua-
tions can be substituted to get the acoustic relations for IPM operation as

(
p ′
ρc

u′

)
h

=
⎛
⎝ β −βMc

((
Th
Tc

−1
)
+n
(
e−iωτ−i 1

2ω
2σ2 −e−iωτφ− 1

2ω
2σ2

φ

))
−
(

Th
Tc

−1
)
γMc 1+n

(
e−iωτ− 1

2ω
2σ2 −e−iωτφ− 1

2ω
2σ2

φ

)
⎞
⎠

(
p ′
ρc

u′

)
c

. (2.91)

With the above approach the complex interaction between the flame and the
acoustics can be described analytically as a function of frequency and the free
flame parameters n, τ, σ, τφ and σφ. In order to implement this approach, in
the first place, the flame model has to be verified for its capability to represent
the flame characteristics in terms of free parameters. Due to complexity these
flame free parameters are generally obtained by fitting the model FTF (Eqns.
2.87 and 2.89) to the measured FTF. Also, these parameters can be obtained
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by fitting them to a directly measured FTM. This has the advantage of being
independent of the OH*–chemiluminescence measurements representing the
heat release fluctuations.

2.6 Reflection coefficient and impedance

The other important element in network modelling is the boundary element
which specifies the acoustic boundary condition. This is usually done using
the reflection coefficient or the impedance at the inlet and/or exit of the acous-
tic system considered. The acoustic reflection coefficient, R(ω) is defined as
the ratio between the backward travelling wave g (x) and the forward travel-
ling wave f (x). For the downstream (Rd ) end it is defined as:

Rd (ω) = g (ω)

f (ω)
(2.92)

and similarly for the upstream (Ru) end, it is the ratio between the forward
travelling wave and the backward travelling wave

Ru(ω) = f (ω)

g (ω)
. (2.93)

The reflection coefficient is a complex valued frequency dependent function.
For instance, at the end of a duct of length L, when it is an open end, a pressure
node appears with p ′(L, t ) = 0 and when it is a closed end a velocity node is
present with u′(L, t ) = 0. Substituting these conditions in Eqns. 2.21 and 2.22,
the value of the reflection coefficient is obtained as R = −1 at open end and
R = 1 at closed end. In general the R values lie between -1 and 1. The particular
case R = 0, represents the anechoic end where there is no reflected wave.

The acoustic impedance is the measure of the amount by which the motion
induced by a pressure wave applied on to a surface is being impeded. Anal-
ogous to the reflection coefficient, the acoustic impedance Z (x,ω) is defined
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as the ratio of acoustic pressure to the acoustic velocity. Here the acoustic ve-
locity is taken normal to the surface pointing outwards of the volume under
consideration:

Z (x,ω) = p ′(x,ω)

ρc u′(x,ω)
. (2.94)

Now using the Eqns. 2.92 and 2.94 we get the acoustic impedance expressed
in terms of the reflection coefficient for the downstream end as follows:

Z (x,ω) = f + g

f − g
= 1+Rd

1−Rd
. (2.95)

It is very difficult to measure the acoustic velocity particularly in the presence
of flame and high background noise. Therefore, it is derived from the mea-
sured acoustic pressure field (e.g. multi microphone method). It is very im-
portant to have a low reflecting boundary condition towards the combustor
exit. It is in order to avoid pure standing waves. If enough acoustic loss is pro-
vided (|R| << 1) the phase information from the measured pressures can also
be used effectively to determine the acoustic velocity. The importance of the
reflection coefficient will be more obvious from the results and discussion in
chapter 4.

Having defined relevant acoustic elements it will be now convenient to de-
scribe how these elements are interconnected leading to a low order network
model. This is also useful to know actually how the acoustic information prop-
agating within the system can be extracted at any chosen location, thus simu-
lating an experiment, as discussed in the following section.

2.7 Low order network model

Complex thermo–acoustic systems such as in gas turbines can be represented
by network models consisting of individual elements like supply duct, bur-
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ner, flame, choked exit etc.. Each of these elements is characterized acousti-
cally by determining the acoustic variables such as pressure and velocity up
and downstream of the element. As mentioned previously the acoustic pres-
sure and density perturbations are treated as small compared with their mean
quantities. These acoustic variables are coupled across each element using
linearized acoustic equations. The pressure field is treated as harmonic with
respect to time and it is represented by means of forward and backward travel-
ling waves in terms of "Riemann invariants" f and g , respectively. These vari-
ables are linked across each element with their respective transfer matrices.
For example the transfer matrix of an element as function of frequency ω in
terms of f and g s can be represented as

(
f
g

)
d

=
(

T11 T12

T21 T22

)
︸ ︷︷ ︸

TM(ω)

(
f
g

)
u

(2.96)

where the subscripts u,d represent the up– and downstream end of the ele-
ment.
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Figure 2.3: 1–D acoustic network model representing the single burner test rig
(chapter 3)

The schematic of the 1–D low order network model for the single burner test
rig is shown in Fig. 2.3. The elements duct, burner, flame and area change rep-
resent the connecting elements while the speaker and reflecting ends repre-
sent the boundary conditions. The burner and flame are treated as compact
elements as discussed in previous sections with the free parameters leff –ζ and
n−τ−σ, respectively. The network model consists of speakers placed up– and
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2.7 Low order network model

downstream for acoustic excitation along with respective measured reflective
boundary conditions. In order to represent the flow field appropriately a joint
and fork element (nodes) are implemented to form a junction between the re-
flecting ends, the speakers and the ducts. The plenum and combustion cham-
ber are modeled as simple ducts. The acoustic response in terms of f and g s
or in terms of p ′ and u′ can be obtained at selected “nodes” within the sys-
tem (shown as dark points of the burner element in Fig. 2.3). Each element is
represented by two ports, one upstream and the other downstream with four
unknown variables, i.e. ( f , g )u and ( f , g )d . Therefore, the total number of un-
knowns of the system with N connecting nodes will be equal to 4N . A system
of equations can be obtained, which can be generally represented in matrix
notation for M elements (for more details see Polifke et al. 1997 [73]) as fol-
lows:

⎛
⎜⎜⎜⎜⎜⎝

Coefficient

matrix with

(M × N) elements

⎞
⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎝

fi

gi
...

fN

gN

⎞
⎟⎟⎟⎟⎟⎟⎠ =

⎛
⎜⎝ vi

...
vM

⎞
⎟⎠ . (2.97)

The coefficient matrix on left side of the Eqn. 2.97 is known as the system ma-
trix and can be formulated in terms of geometric and physical parameters
(length l , density ρ, speed of sound c , burner and flame parameters leff –ζ and
n − τ−σ). The vector on the right side of Eqn. 2.97 known as system vector,
contains few non zero values (inhomogeneous system with excitation) or only
zeros (homogeneous system). For an inhomogeneous system, the characteris-
tic equation can be solved directly for the unknown variables f and g whenever
the determinant of the system matrix is non zero. For a homogeneous system,
the solution of the characteristic equation Det |A| = 0 delivers the eigenfre-
quencies ωm for the modes m.

In this work the thermoacoustic network tool t a2 package written in Mathe-
matica has been used to generate the system matrix and to solve for the un-
knowns fi and gi at any chosen location (nodes). The input arguments like the
geometric details and flow parameters are to be given by the user. The output
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can be visualized as e.g. acoustic pressure spectrum or can be saved into a
data file according to the user choice. As discussed previously, the influence
of damping on the wave prorogation (see section 2.2.2) can be simulated by
implementing damped ducts in the network model. Here the isentropic ducts
can be replaced by damped ducts using the additional input according to Eqn.
2.38. A large influence of damping can be observed in the presence of combus-
tion, an effect that is discussed in chapter 4.
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3 Test Rig and Measurement Techniques

3.1 Single burner test rig

The experimental investigation was performed on a single burner atmo-
spheric test rig as shown schematically in Fig. 3.1. The test rig was origi-
nally designed for investigating a self–excited combustion instability known
as ”Rumble” which is usually observed in the aero–engines [18, 19]. The test
facility mainly consists of an air and a fuel supply unit, an acoustic excita-
tion unit, the burner and combustion chamber and finally the exhaust unit
with flexible acoustic boundary condition. A detailed description of the test
rig along with its components is presented by Eckstein, 2004 [18]. Here only
the essential components/units, which are key to the present investigation,
will be discussed.

Air and fuel supply unit: The compressed air is taken from a reservoir at 12
bar for both combustion and cooling purposes. The air for combustion is fil-

Cooling air

Air Supply
  12 bar

Air flow
controllerm&m&

Bypass valve 

Preheater

Primary fuel
supply  Upstream

siren unit  

Secondary
fuel supply  

Water cooled 
microphones  

Downstream
siren unit  

Combustion
chamber   Flexible acoustic

boundary condition   

p
Plenum 

Burner 

x=0-x +xReduced 
Plenum 

Figure 3.1: Schematic of the single burner test rig
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tered and passed through a thermal mass flow controller1 providing the de-
sired air mass flow rate. The cooling air is directly taken from the reservoir to
cool the hot components combustion chamber, siren unit etc.. As the present
investigation is focused on the gas turbine application, an electrical preheater
(32 kW) is used for preheating the air up to 500°C which is close to the com-
pressor exit conditions. The fuel used for this investigation is natural gas with
98.04 Mol.% methane. Two gas flow meters were installed for monitoring the
fuel flow rate in PPM2 and IPM3 operation independently. In PPM operation
the fuel is injected into the main air stream using small venturi nozzles po-
sitioned far upstream of the combustor. For the more industrial relevant IPM
operation, the fuel is being injected directly inside the burner unit. An oper-
ating range up to 100 kW of thermal power can be achieved with the present
configuration.

Acoustic excitation unit: For acoustic excitation of the flow field, speed con-
trolled sirens are placed up- and downstream of the burner to provide two
source location forcing. The siren unit consists of a combination of rotor–
stator discs with fixed number of holes (6) equally distributed on each of them
as shown in Fig. 3.2.

The shapes of the holes are made such that a sinusoidal excitation (wave form)
is generated with sufficient amplitude and large signal to noise ratio. This is,
in particular, a pre–requisite for implementing the multi microphone tech-
nique which is discussed in the following sections. The velocity of the siren
shaft mounted with rotating disc determines the frequency of excitation. As
the upstream siren directly modulates the fresh gas mixture, a bypass valve
placed upstream of the siren is used to control the level of acoustic excitation.
The valve and the siren are connected by four flexible steel hoses, which also
provide an acoustic decoupling of air and the primary fuel supply unit. As the
siren is operated with preheated air, ball bearings holding the siren shaft are
located outside the hot siren chamber and are air cooled internally as shown
in Fig. 3.2. The siren shaft is rotated by means of a AC motor 4 and the rota-

1Type Bronkhorst F206BI-FBD-99V, max. air flow rate 150 g/s
2PPM fuel flow meter: Type Bronkhorst F-202AC-AAB-44V, max. gas flow rate 190 ln/min (CH4)
3IPM fuel flow meter: Type Bronkhorst F-113C-HB-00V, max. gas flow rate 5 g/s (CH4)
4Type KIMO Motor Master MM215–EMC, nominal torque 3.7 Nm
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Figure 3.2: Assembly drawing of the siren unit (courtesy Eckstein, 2004 [18])

tional speed is controlled by a frequency converter to provide stable frequen-
cies ( fref) of excitation up to 800 Hz. A reference signal is generated using a
profiled disc, being mounted on the siren shaft, and a photo sensor. The refer-
ence signal is used for phase resolved measurements and also to evaluate the
Fast Fourier Transformed (FFT) vectors of all dynamic signals at the frequency
of excitation fref.

Plenum and burner unit: A thermally insulated and segmented plenum pipe
with diameter 124 mm and 1300 mm length is used as acoustic resonator
for higher excitation amplitudes and it provides a homogeneous flow field.
The siren unit is mounted on one end of the plenum and the burner unit is
mounted on the other end (reduced plenum). In order to achieve a pure 1–
D axial acoustic field without transverse modes, the diameter of the duct has
been chosen as suggested by Munjal, 1987 [53]. An influence of higher order
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modes usually occur beyond a specific cut–off frequency ( fco). For the given
geometry it can be calculated as:

fco = 1.84 c

πd
(3.1)

with d the diameter of the duct and c the speed of sound. In the present in-
vestigation with preheated air up to 300°C (c ≈ 480 m/s) the cut–off frequency
is about 2200 Hz, well beyond the highest frequencies of interest (< 800 Hz).
Although the plenum is designed for variable length (850 to 1450 mm) with
different segments [18], only the standard configuration (1300 mm) has been
used for the present investigation with the first resonance mode around 185
Hz (with 300°C preheating). The plenum is provided with several ports to ac-
commodate the dynamic pressure transducers and also the thermocouples to
measure the mean temperature inside the plenum.

EV5 TD1

D

Figure 3.3: Pictures of the EV5 and TD1 burner used in the present study

The test rig was designed to investigate different types of burners with very
easy adaptability. The burners which are of particular interest for this study are
the EV55 and TD16 burners as shown in Fig. 3.3. The EV5 burner [82] consists
of two slightly shifted cones providing slots to allow and generate swirl for
the air fuel mixture and has a nominal burner exit diameter (D) of 50 mm
as indicated in Fig. 3.3. Optionally, the entire fuel can be injected through the
nozzles provided along the slots in IPM operation.

5EV5: A scaled down model of the Environmental Burner for low emission from Alstom, Switzerland
6TD1: A generic swirl stabilized burner developed at Lehrstuhl für Thermodynamik, TU–München
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Figure 3.4: Schematic of the TD1 burner with geometric details. CTA probe lo-
cation is about 10 mm upstream of the burner exit plane. For acous-
tic network modelling the nozzle is represented as a sequence of
duct–area change–duct elements.

In the TD1 burner the flow enters radially through the slots providing the de-
sired swirl as shown in Fig. 3.4 [22]. The intensity of the swirl can be selected by
changing the amount of blockage using metal rings. The swirling flow is then
accelerated in the nozzle before exiting into the combustion chamber. The ge-
ometric configuration is encoded as “xxyyzz”. i.e. a configuration with 40 mm
nozzle exit diameter, 32 mm swirl slot length and 16 mm lance diameter will
be represented as 403216. The CTA probe was located about 10 mm upstream
of the burner exit plane as shown in the figure. This position was considered
to be the optimum location for measuring the acoustic velocity close to the
burner exit plane and it also avoids damage to the probe in the presence of
combustion. The TD1 burner can also be operated in piloted mode with pilot
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fuel (from the IPM fuel flow meter) being injected at the tip of the lance. The
additional details in the figure are useful for modelling this burner and will be
discussed in chapter 4.

Combustor and exhaust unit: The combustor unit consists of a 90 mm square
combustion chamber of 300 mm length, which is air and water cooled. Its
cross section is comparable to the dimensions of a single sector of the annular
combustion chamber used in a parallel study [20, 43]. Quartz glass windows
(air cooled) on two opposite sides provide optical access. The other two side
walls are water cooled and provide igniter (bottom) and microphone ports.
Optionally, the combustor walls can be interchanged to provide an additional
laser sheet accessibility, such as for PIV measurements. An air cooled com-
bustion chamber extension with the same cross sectional area was used in
particular for dynamic pressure measurements in the presence of the flame.
By placing the pressure sensors partly in the combustor extension the large
axial temperature gradients associated with the flame are avoided. Both, the
combustor and the extended combustion chamber were equipped with sev-
eral equidistant microphone ports.

The downstream siren port is placed between combustor extension and the
combustor exit. A low reflection or even anechoic boundary condition is desir-
able for making precise acoustic measurements. For this purpose a perforated
end plate has been designed. The design rules were obtained using the lin-
earized continuity and momentum equations (Eqns. 2.53 and 2.61). Consider
an area change across the combustor exit as shown in Fig. 3.5.

A1 A2

Figure 3.5: Area change across the combustor exit

Now applying the simplified continuity and Bernoulli equations across the
area change after neglecting the effective length leff we get:
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3.1 Single burner test rig

u1 A1 = u2 A2 (3.2)

u′
1 A1 = u′

2 A2 (3.3)
p ′

1

ρc
+M1u′

1 = p ′
2

ρc
+M2u′

2. (3.4)

At location 2, with p ′
2 = 0, the Eqn. 3.4 becomes:

p ′
1

ρc
= M2u′

2 −M1u′
1 (3.5)

p ′
1

ρc
= M1u′

1

((
A1

A2

)2
−1

)
. (3.6)

Using the relations for acoustic impedance (Eqns. 2.94 and 2.95) together with
Eqn. 3.6 yields

Z = p ′
1

ρcu′
1

= 1+Rd

1−Rd
= M1

((
A1

A2

)2
−1

)
(3.7)

1+Rd = M1

((
A1

A2

)2
−1

)
(1−Rd ) . (3.8)

For an anechoic end, the value of the reflection coefficient is zero. Substituting
Rd = 0 in Eqn. 3.8 we get

√(
1

M1
+1

)
= A1

A2
. (3.9)

For low Mach number approximation, M << 1,

√(
1

M1
+1
)
=
√

1
M1

and the Eqn.

3.9 reads as

A2

A1
=
√

M1. (3.10)
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The above analysis are applicable only if the downward travelling wave origi-
nating from the orifice (A2) propagates into the “environment” and is not re-
flected back (p ′

2 = 0). But, in reality we use a confinement such as exhaust
chamber downstream of the disk that bears the risk of recovering the 1-D
acoustic wave field again. So, in this situation the relation derived above(Eqn.
3.10) may not be valid for attaining an anechoic end and some other rela-
tions would be required. Nevertheless, an attempt has been made to use the
above analysis to attain a low reflecting boundary condition in the present
setup. With preheated air upto 300°C and in presence of the flame the exit area
was calculated (using Eqn. 3.10) to be six holes of diameter 15 mm each. The
same end plate has been used for all cold and hot measurements. The ampli-
tude and phase values of the measured reflection coefficient with and without
flame using the perforated plate at the end of the combustor are shown in Fig.
3.6.

In the very low frequency limit the amplitude values are measured to be
around one and phase values of −π. This indicates that in the low frequency
limit the orifice acts as an open end boundary condition. With increase in fre-
quency the amplitude values, in both cases, initially drops almost to a value
of zero and then gradually increase to a value of 0.6. But, with increase in fre-
quency the phase values converges to zero in the case of without flame and a
small drop in phase is observed in the case with flame. As the measurements
indicate a low but frequency dependent reflection coefficient this data was
used directly in the network model to represent the suitable boundary condi-
tion as a function of frequency (chapter 4). As pointed out earlier, these results
also reveal that an anechoic end cannot be achieved in practice.

Microphones and calibration unit: Up to four water cooled pre–amplified
condenser microphones7 which have a large dynamic range and frequency
response are mounted both up– and downstream of the burner. A microphone
along with its water cooling jacket is shown in Fig. 3.7.

The maximum operating temperatures of the microphone and preamplifier
are 150°C and 70°C, respectively. For this reason a thermostat controlled wa-
ter cooling unit is used for cooling the microphones (up to 10 microphones) at

7Type G.R.A.S 40BP -1/4- inch with preamplifier type 26AL 1/4 - inch
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Figure 3.6: Amplitude and phase values of the measured reflection coefficient
using the perforated plate at the exit of the combustor
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Figure 3.7: 1/4” Condenser microphone and cooling jacket
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65°C. This is a compromise temperature, as excessive cooling may lead to con-
densation of the water vapor present in the combustion gases on the mem-
brane of the microphones mounted in the combustion chamber [43].

The absolute calibration of the individual microphone has been made using
a pistonphone8, where as calibration of all microphones with respect to a ref-
erence microphone was made using the calibration tube as shown in Fig. 3.8.
This is quite important to minimize the relative amplitude and phase errors
between the microphones. The inner diameter of the calibration tube is 25
mm and it has a length of about 200 mm. The calibration is performed by
speaker excitation controlled by a signal generator9. The microphones were
connected to a four channel signal conditioning amplifier10. The amplifica-
tion factor has been varied from 1mV/Pa to 10 mV/Pa, depending on various
operating conditions.

Speaker

Calibration tube

Microphone ports

Figure 3.8: Microphone calibration unit

The static and dynamic signals from various sensors mounted on the test
rig are measured using a sample and hold data acquisition system with a
multichannel-I/O Board 11 at a sampling rate of 10 kHz. Usually 10000 sam-
ples were made per each measurement loop. The data acquisition procedure
is controlled using the commercial software package LabView. A similar mea-
surement procedure and on–line post processing as outlined by Eckstein, 2004
[18] has been implemented. To measure the static pressure drop across the

8Type G.R.A.S 42 AA
9Type Agilent 33220A LXI

10Type Nexus 2692C by Brüel & Kjær
11Type Meilhaus ME-2600i PCI, 333 kHz and 12 Bit
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burner a differential pressure gauge has been mounted on the test rig con-
necting two ports just upstream (inside the plenum) and downstream of the
burner (in the combustion chamber). This is in particular, important to cal-
culate the static pressure loss coefficient which is used to cross check the loss
coefficient obtained from the burner models (more in chapter 4).

3.2 Measurement techniques

In this section the measurement techniques will be explained in detail. Also
the advantages and limitations of each procedure will be discussed in paral-
lel, with respect to their application to the annular test rig, which is the main
motivation to investigate alternative methods [2, 21].

3.2.1 Direct acoustic transfer matrix measurement

In order to acoustically characterize an element like a burner, duct etc. its re-
sponse (output, on downstream side) to a given acoustic perturbation (input,
on upstream side) and vice versa has to be known. This is done by determining
the transfer matrix of an element which links the acoustic variables pressure
and velocity linearly across the element. Because the 1–D acoustic field is de-
scribed generally by two state variables, i.e. the acoustic pressure and velocity,
the acoustic element can be represented by a 2×2 transfer matrix. The math-
ematical description of transfer matrix is given by Eqn. 2.96, which is repeated
here

(
p ′
ρc

u′

)
d

=
(

T11 T12

T21 T22

)
︸ ︷︷ ︸

T M(ω)

(
p ′
ρc

u′

)
u

. (3.11)

To calculate the four elements of the transfer matrix, four equations are
needed. For a given excitation of the system, Eqn. 3.11 provides only two equa-
tions. Therefore, the acoustic variables on both sides of the element must be
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determined in two different experiments at the same frequency. The exper-
imental and theoretical determination of acoustic transfer matrices are pre-
sented by Abom (1992), Munjal and Dodgie (1990) [1,54]. Following their work,
the transfer matrix can be determined experimentally from Eqn. 3.12 as

⎛
⎜⎜⎜⎜⎝

p ′
a

ρc

u′
a

p ′
b

ρc

u′
b

⎞
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⎛
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⎞
⎟⎟⎟⎟⎟⎟⎠
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·

⎛
⎜⎜⎜⎝

T11

T12

T21

T22

⎞
⎟⎟⎟⎠ . (3.12)

The two independent test states are achieved by measuring first the response
of the acoustic system to an excitation by the upstream siren (index "a") and
then by a downstream siren (index "b"). To solve the above equation the pres-
sure and velocity upstream and downstream of the element has to be mea-
sured. As it is almost impossible to measure the acoustic velocity in a high
temperature turbulent flow field with reasonable effort and accuracy, a differ-
ent method is needed which is based only on the measured acoustic pressures.

Multi microphone method: It is known from the 1–D acoustic wave prop-
agation how the wave propagates through ducts (Eqn.2.35). Therefore, both
the acoustic pressure and velocity can be calculated just upstream and down-
stream of the acoustic element by measuring only the pressure. In principle,
the acoustic perturbations can be obtained at any position by only two mi-
crophones placed on either side of the element [1, 54]. But, to minimize the
impact of errors induced due to turbulent flow noise, methods were devel-
oped that incorporate a higher number of microphones on each side of the
test element. This procedure is known as Multi Microphone Method, MMM.
More details of this method are presented in the literature [22,23,60,63,79,87].
As more than two microphones are used (up to four microphones) on either
side the system is over determined. For that reason, the MMM implements
a nonlinear least square fit 12 of the measured pressures (p ′

k) at multiple mi-
crophone positions (xk) to evaluate the complex amplitude and phase of the

12Levenberg-Marquardt algorithm has been implemented
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plane waves traveling up (g ) and downstream ( f ) along the measurement lo-
cations according to

N∑
k=1

[∣∣p ′
k

∣∣−ρc
(

f · e−i k+xk + g · ei k−xk
)]2 → min. (3.13)

1
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/2

λ /2

λ

Figure 3.9: Schematic of the wave field in a simple duct showing the singularity
effect due to microphone positioning at a distances equal to multi-
ple of half a wavelength λ/2

The microphone positions must be chosen non equidistant to avoid the effect
of singularities which occur when the distance between the microphones ap-
proaches the multiple of half a wavelength [23]. Consider an acoustic pressure
field measured by 4 microphones as shown in Fig. 3.9. If the microphones are
placed such that the distance between the microphone pairs (1,3) and (2,4)
becomes half of the wave length as shown in Fig. 3.9 the system becomes sin-
gular, as there is no additional information in using either pair to reconstruct
the wave field. For e.g. 600 Hz on combustor side with a temperature of the
flow field around 1500 K, the value of the half wave length will be λ/2 = 650
mm. But this will not cause singularity problem as all the microphones are
placed within the distance of 600 mm (length of the combustor is 700mm).
However, on the plenum side with a temperature of the flow field around 500 K
and at 600 Hz the value of the λ/2 = 370 mm, may cause a singularity problem
as the microphones can be placed in this domain (plenum length 1300mm).
In particular, for the low frequency limit (< 60 Hz) significant improvements
were observed in amplitude and phase values during the reconstruction of the
wave field by selecting the microphones with large distances between them.
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An important issue with data acquisition using microphones is that they mea-
sure the response to the excitation from the siren along with a considerable
amount of back ground noise from turbulence. To minimize these stochastic
contributions stemming from other sources than the siren excitation a pure
tone method is implemented [22, 87]. Here the Fast Fourier Transform (FFT)
of the signals are evaluated exactly at the discrete forcing frequency fref

p̂( fref) = 2

N

N∑
n=1

pn · e
i 2π fref n

N (3.14)

where N is the number of samples. Hence, the amplitude and phase response
corresponding only to acoustic forcing from the siren ( fref ) are determined
from the Fourier transform using a Hanning window for each microphone
signal. Only these transformed data are stored separately without any fur-
ther post processing to reduce the volume of raw data and as well the time
needed for processing them at a later stage. Over one period of the cycle all
the measured pressure vectors at their respective microphone locations re-
volve around the origin of the complex plane. All these pressure vectors p ′

i are
rotated by the negative phase angle (−φref ) of the siren reference signal (U ′

ref )
as shown in Fig. 3.10.

U'refp'1

p'2

Re

Im φref−

Figure 3.10: Averaging of multiple measurements. The microphone pressures
p ′

i are rotated by the negative phase angle −φref of the reference
signal (reproduced from Fischer et al. 2006 [23])

Next, the rotated pressure vectors are averaged for each frequency. For this in-
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vestigation the frequency range from 20 to 600 Hz was covered in steps of 20
Hz. Depending on the frequency, 15 (> 200 Hz) to 25 (< 200 Hz) time series
of one second duration each of all signals were recorded with a sampling fre-
quency of 10 kHz. With the two independent data sets obtained the transfer
matrix of a chosen element (e.g. burner) as the function of frequency can be
evaluated using Eqn. 3.12. The direct measurement of transfer matrices needs
precise measurements of the acoustic variables in a rather hostile environ-
ment. Besides large calibration effort, it requires at least two source forcing
with sufficient authority which may be difficult to provide in e.g. a high pres-
sure test rig. Inspite of this limitation, the method is well established and often
applicable in the single burner atmospheric test rigs with 1–D acoustic field.
However, in the case of more complex acoustics, like in an annular test rig,
an exponential growth of the number of sensors (≈ 30) required to resolve the
acoustical modes restricts the use of this method [20]. For this reason alterna-
tive method are required in such cases.

Determination of the flame transfer matrix (FTM): A similar procedure, as
explained above can be applied to evaluate the FTM. The transfer matrix of the
burner (BTM) and burner together with flame (BFTM) are obtained separately.
Using the inverse matrix multiplication the desired FTM can be obtained as

F T M =BF T M ·BT M−1. (3.15)

Here, the basic assumption is made that the BTM remains constant even in
the presence of flame. This assumption is justified in the present work (more
in chapter 4) and is also in agreement with previous work [87].

3.2.2 Constant temperature anemometer

If an essentially 1–D flow field can be assumed, a hot wire anemometer is a
simple conventional method to measure the velocity fluctuations from the
mass flow fluctuations. In this work a constant temperature anemometer
CTA13 with a 10 μm Pt–Ir hot wire has been used to measure the time re-

13Type DISA 55D01
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solved velocity fluctuations just upstream of the burner exit plane. The hot
wire probe heated by electrical current is connected as a Wheatstone bridge.
During operation, the resistance of the probe decreases due to convective
cooling and a servo amplifier applies a proportional voltage to increase the
resistance thus balancing the bridge. The bridge voltage V is correlated non-
linearly with the continuously changing fluid velocity (convective heat trans-
fer). The calibration coefficients (Ci ) are obtained by making a polynomial fit
of the measured voltage to the mean flow velocity (mass flow rate) as follows:

u =C0 +C1 ·V +C2 ·V 2 +C3 ·V 3 +C4 ·V 4. (3.16)

Thus the local velocity at a given probe location can be obtained by interpo-
lating at the measured voltage. The CTA has been calibrated before every mea-
surement. During the ignition in the test rig, the CTA is pulled out partially to
avoid the damage of the fragile hot–wire in case of a flashback. This proce-
dure becomes very critical if the flow field inside complex geometries like EV5
burner is investigated with air preheating. Due to high pressure and velocity
gradients inside the slots, the response of the CTA probe was very sensitive to
its exact positioning in the flow field. Therefore the reproducibility and hence
reliability of the measurement was very poor. However, in the case of TD1 bur-
ner with relatively simple exit geometry the CTA has been applied successfully.

A detailed analysis of the acoustic flow filed inside the EV5 burner was car-
ried out by using an Acoustic Finite Element Method, FEM model14 (the details
of this model are presented in the Appendix). The results have shown (next
chapter) clearly the significant pressure and velocity gradients at the entrance
of the slots as expected. This has indicated that the application of the CTA
method in complex geometry like EV5 is not suitable, albeit applicable for rel-
atively simple exit geometries like in the TD1 burner.

14From Commercial software package, COMSOL Multi Physics Inc.
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3.2.3 OH*– chemiluminescence

It has became a standard practice in the field of thermoacoustics to as-
sume that the heat release rate of PPM flames is proportional to the OH*–
Chemiluminescence emitted from the flame [31, 33, 39, 44]. Haber et al. 2000
[31] have made an experimental investigation on the relationship between the
light emissions and heat release rate under non adiabatic conditions. They
found that the OH*–Chemiluminescence is a better indicator of heat–release
rate than the CH*–chemiluminescence. Still the absolute value of the heat re-
lease rate cannot be obtained from this method. However the assumption that
the OH*-chemiluminescence is linearly dependent on the heat release rate
seems justified. This is also supported by work of Price et al. [74].

In the present study the heat release fluctuations are measured via the OH*–
chemiluminescence emitted from the flame using an UV filtered photomulti-
plier. A UV–filter15 was mounted to detect the OH*–chemiluminescence which
peaks at a wavelength of 308 nm. The photomultiplier was positioned 100 mm
downstream of the burner exit and perpendicular to the optical window at a
radial distance of 200 mm which was sufficient to view the entire flame zone.
The calibration of the photomultiplier is performed by measuring the pho-
tomultiplier intensity (I in volts) at several static operating points of varying
thermal power with a constant air excess ratio λ. Using this procedure a cal-

ibration curve can be obtained between the the mean heat release rate (Q̇)
and the photomultiplier intensity (I ), which can be used later to correlate the
dynamic heat release rate with the measured photomultiplier intensity in rel-
ative terms, according to

Q̇ ′

Q̇
≈ I ′

I
. (3.17)

For optical characterization of the flame, i.e. flame structure and flame length,
a high speed intensified CCD camera16 has been used. An UV lens17 (105 mm

15Type DUG11, 50×50 mm, supplier: SCHOTT AG
16Type APX intensified camera
17Nikon Inc.
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and 1.4 aperture) has been mounted along with the same interference filter
as mentioned above. A sequence of five hundred images with a resolution of
1024 × 512 px are taken to get an ensemble averaged image that is used to
characterize each static operating point.

3.2.4 Particle image velocimetry

PIV is an optical non–intrusive technique to effectively measure the velocity
field in flows. The principle of PIV along with some applications are given by
Raffel et al, 1998 [75] and Stella et al. [95]. For PIV the flow is seeded with tracer
particles. It is then illuminated in a plane of the flow field at least twice within
a short interval of time. The light scattered by the particles is recorded on a
single frame or a sequence of frames. Using these frames the displacement
of the particle images between the light pulses is determined. The digital PIV
data evaluation uses small interrogation areas, in which the displacement vec-
tor of tracer particles between the first and second illumination is determined
by means of statistical methods (auto or cross correlation - using a FFT al-
gorithm). Given the displacement the velocity vector is calculated taking into
account the time delay between the two illuminations and magnification fac-
tor of the imaging system.

In the present investigation the PIV measurements were made to obtain the
flow field in the single burner combustor and an annular combustor. These
measurements revealed substantial differences of the flow field in both cases
and explained the differences observed in the dynamic flame parameters be-
tween the two test rig configurations [21].

A picture of the PIV set up in the single burner combustor is shown in Fig. 3.11.
The flow direction is from left to right. Two side plates are provided with ex-
tended slits that allow the light sheet to pass through the combustion cham-
ber. Placing the windows at the slit ends minimizes scatter and reflections.
The measurements are made in the meridional plane of the EV5 burner cov-
ering a region of 100×80 mm. T iO2 particles with an average diameter of 5–10
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Figure 3.11: The PIV set up for single burner combustor

μm are used as seeding. The high speed two component PIV system18 used
in the present study consists of a double pulsed Nd–YAG laser system with a
repetition rate of 1 kHz. The laser is synchronized with a high speed camera
equipped with a 85 mm lens and an interference filter of 532 nm± 20nm. The
camera is placed perpendicular to the laser light sheet plane (not shown). The
images were taken at a sampling rate of 2 kHz, to get 1 kHz pairs of images with
a resolution of 1024×578 px. Depending on the flow field conditions, the time
delay between the laser pulses is varied between 15−30μs. For post process-
ing of the images an interrogation area of 16×16 px with a overlap of 50% was
used. Mean flow field characteristics were obtained for various mass flow rates
with and without combustion. Also the turbulent quantities like RMS veloci-
ties, turbulent intensity, vorticity, normal– and shear–stresses can be obtained
optionally from postprocessing of the images.

18ILA Intelligent Laser Applications GmBH
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4 Experimental Results and Discussion

This chapter presents the experimental results obtained from the atmospheric
single burner test rig. First the operating domain and static flame characteris-
tics at various operating conditions are presented. Then the comparison of al-
ternative methods to determine the thermo–acoustical characteristics of lean
premixed flames in gas turbine systems as given by their flame transfer matrix
(FTM) is discussed. As introduced in chapter 3 these are the direct acoustic
transfer matrices obtained from the multi microphone method (MMM), the
hybrid method which is based on Rankine–Hugoniot (R–H) relations and the
experimental flame transfer function (FTF) and finally the model based re-
gression method (MBRM) where an analytical flame model (n−τ−σ) based on
classical n −τ formulation along with the low order network model has been
applied to extract the dynamical flame characteristics. The comparison of all
these methods against each other showed a very good consistency providing
a global check between the measurements and modelling. Towards the end
some results obtained with PIV measurements which are useful in developing
the scaling rules (chapter 5) will be presented.

4.1 Operating domain

An operating domain of the single burner test rig with varying thermal power,
preheat temperature and air excess ratio (λ) has been obtained for PPM op-
eration as shown in Fig. 4.1. The operating domain is basically divided into
three regions for qualitative understanding. The rich limit zone is defined as
the point where the flame just tries to enter into the burner before flashback
occurs and the microphone measurements indicated a distinct peak. The rich
limit seems to be less sensitive to preheat temperature and thermal power and
stays almost constant.
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Figure 4.1: Operating domain of the single burner test rig with EV5 burner. The
× marks represents the location of acoustic measurements

The LBO limit zone is defined as the point where the flame becomes too
long with rigorous fluctuations in the inner recirculation zone (IRZ) before it
blows off. The weak trend can be observed that the increase in thermal power
(throughput) actually decreases the LBO limit given by their λ values. This
trend also has been observed in the work of Hoffmann et al. 1997 [35]. This can
be due to the fact that with increase in mass flow rate, the turbulence intensity
increases, which reduces the characteristic residence time τt for almost a con-
stant characteristic chemical time τc and thus lowering the Damköhler num-
ber (Da = τt /τc). However, the relative heat losses decrease with increasing
power, since for fixed λ the heat released from the flame (Q̇flame ≈ ṁ) and the
heat lost to the walls (Q̇wall ≈ ṁ0.8) has a different proportionality factor to the
mixture flow rate. This counteracts the decreasing turbulent time scale. The
LBO limit shows a clear increasing trend with increasing preheat temperature.
The region between rich and LBO limits is defined as stable region where all
the static and dynamic flame characteristics have been measured. The points
of acoustic measurements are indicated by × for two different preheat tem-
peratures and λ values.
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Burner exit plane 

X O
H

Figure 4.2: OH*-chemiluminescence image obtained at 50kW/1.7/300°C with
EV5 burner

Before performing the dynamic measurements (FTM), the static (unforced)
flame behavior was investigated. The flame characteristics such as flame
length and flame structure are obtained using the ensemble averaged OH*–
chemiluminescence flame images as mentioned in section 3.2.3. As an exam-
ple the mean OH*–chemiluminescence image taken at 50 kW thermal power,
air excess ratio (λ) of 1.7 and preheating temperature of 300°C (denoted as
50kW/1.7/300°C) in PPM operation is shown in Fig. 4.2. The burner exit plane
is located on the bottom side of the image. The position of the maximum
OH*–chemiluminescence (XOH) is obtained by performing an integration of
the OH*–chemiluminescence images in longitudinal direction.

The flame lengths (≈ XOH) obtained at several operating points are plotted as
a function of λ in Fig. 4.3. The flame lengths are normalized with the nominal
burner diameter (D). A clear trend of increase in XOH with increase in λ is ob-
served. For a given λ the XOH is observed to increase with thermal power and
decrease with preheat temperature. Two regions can be observed. A slower
transition zone where the slope of the flame length curves is small and linear
until some critical value where the slope changes rapidly. There the flame sta-
bilization point moves downstream and the flame becomes longer. The slope
of the flame length curve increases drastically making it a fast transition zone
before the flame is blown off.

A close analysis of the flame length data provided in the higher air excess ratio

64



4.1 Operating domain

0.2

0.4

0.6

0.8

1.0

1.2

1.2 1.4 1.6 1.8 2 2.2

40kW/500K 40kW/600K 40kW/673K 50kW/500K
50kW/600K 50kW/673K 60kW/500K 60kW/600K

Air excess ratio (λ) [-]

Fl
am

e 
le

ng
th

 [X
O

H
/D

]

Figure 4.3: Flame lengths obtained at several operating conditions

region in Fig. 4.3 reveals that for the case of 40 kW there is no rapid change
of slope compared to that of the other two thermal powers. The idea here is
to check whether the LBO scales with the Dat. From the experience and also
looking at the OH*–chemiluminescence image (Fig. 4.2) it is assumed that the
40 kW flame has less interaction with the walls compared with the other two
cases. So, once a critical Damköhler number Dat,crit is reached LBO occurs.
For the 50/60 kW cases the flame is assumed to have stabilized even further at
the stagnation point on the side walls which could be around x = 0.8D where
low velocity and high turbulence is present. In this case the LBO behavior may
not be straight forward. With this notion an attempt is made to develop some
simple correlations based on Dat to scale the LBO limits of the PPM flames
which are investigated in the present work. From the simplified theories as
presented by Turns, 2000 [97] the following correlations are used to represent
the critical Damköhler number Dat,crit [86] associated with the LBO limit:
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Dat,crit = 0.09
lt

u′ ·
s2

l

ν
. (4.1)

Here lt the turbulent length scale, u′, the RMS velocity, sl the laminar flame
speed, and ν the kinematic viscosity. These terms can be further simplified
and represented in terms of the operating parameters as

sl ∝ (
αMW f ¯̇ω/ρc

) 1
2 (4.2)

¯̇ω ∝ Exp

(−Ta

Tad

)
(4.3)

u′ ∝ U ∝ λ ·Tc ·Pth (4.4)

lt ∝ XOH (4.5)

with α the thermal diffusivity, MW f the molecular weight of the fuel, ρc the
density of the cold unburnt mixture, ¯̇ω the mean reaction rate using one–step
reaction mechanism which is strongly dependent on the activation energy, Ta

the activation temperature (≈ 15000 K for C H4 flames), Tad the adiabatic flame
temperature, Tc the temperature of the unburnt mixture 1, U the nominal bur-
ner velocity and Pth the thermal power. Now substituting the above relations
(Eqns. 4.3 – 4.5) into Eqn. 4.1 a correlation for the Dat,crit in the close vicinity
of LBO is obtained:

Dat,crit ∝ XOH

λ ·Tc ·Pth
·Exp

(−Ta

Tad

)
. (4.6)

For geometrically similar flames the LBO is expected to occur at a specific
Damköhler number, i.e. Dat,crit. Now looking at the LBO data for 40kW case in
Fig. 4.1 the LBO occurs at 1.86 and 2.08 for the preheating temperatures of 500
K and 673 K respectively. The corresponding flame lengths can be obtained by
extrapolating the data provided in Fig. 4.3 as a function of λ. This is done by

1for consistency in notation here Tc , the cold side of the flame, will also represent the unburnt mixture preheat
temperature
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assuming that the slopes for the 40kW case are not vary strongly compared to
that of other two cases. Now substituting these values in Eqn. 4.6 and taking
their ratio results in

Dat,crit(40kW /1.86/500K )

Dat,crit(40kW /2.08/673K )
= 1.17. (4.7)

As expected the ratio shows indeed that the Dat,crit is constant within 20% er-
ror. This is satisfactory taking into account the fact that many over simplified
assumptions were made. A similar analysis is made now comparing the case
60kW/500/1.82 with that of 40kW/1.86/500 resulting in

Dat,crit(60kW /1.82/500K )

Dat,crit(40kW /1.86/500K )
= 0.97. (4.8)

Once again the result shows that the LBO scales very well with the Dat,crit.
These results are particularly important to understand and develop further
the scaling rules which will be presented in chapter 5.

4.2 Burner transfer matrices

Here the burner transfer matrices (BTM) without flame obtained from MMM,
as described in section 3.2.1 in p ′

ρc ,u′ notation, will be discussed. Two different
burner configurations, the EV5 and the TD1 as presented in chapter 3, were
investigated at different preheat temperatures on the single burner test rig.
Based on previous studies of EV type burners by Polifke et al. 1997 [73] a leff

–ζ model was chosen to represent the measured data. Even though the bur-
ner is considered as a compact element (section 2.4.2), it has a finite length
(100 mm), thus it is important to choose the exact location of the plane of area
discontinuity or in other words the reference plane. For this burner configura-
tion it was observed that the best results are obtained by choosing a reference
plane 15 mm upstream of the burner exit plane.

The amplitude and phase values of the measured and modelled BTM are plot-
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Figure 4.4: Amplitudes of the EV5 BTM coefficients with (hot, 300°C) and with
out (cold, 18°C) preheating

ted in Fig. 4.4 and Fig.4.5, respectively, for an air mass flow rate of 30 g/s. The
frequency on the x–axis is normalized and represented as Helmholtz number,
He = ωD/c . This is done in order to compare the BTM obtained at various
preheat temperatures. Since the ideal leff –ζ model is expected to follow this
scaling, the observed differences between the model and experiments may
be indicative of missing physics in the model. In the figure a comparison be-
tween air temperature of 18°C and 300°C is shown. As seen from the plots, a
very good agreement between the measurements and the model is obtained
for almost entire frequency domain both with and without preheating. This
confirms that this burner can be modeled as a compact element with losses
as represented in Eqn. 2.62. The value of the leff (=0.1) and ζ (=1.8) depends
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Figure 4.5: Phase values of the EV5 BTM coefficients with (hot, 300°C) and with
out (cold, 18°C) preheating

on the cross sectional area (burner slot area = 2× (80×5)mm2) chosen across
the burner. The influence of these parameters can be observed from the am-
plitude values of the T12 element of the BTM. The leff which takes into account
inertial effects, governs the slope of the curve. The value of the loss coefficient
ζ and the Mach number of the flow effect the offset of the curve from zero in
the low frequency limit. Ideally, the model should produce identical results for
any preheating, if the Mach number and pressure loss terms are neglected. In-
deed this model was tested without mean flow (M = 0) which reproduced the
curves by normalizing the frequency with He. Therefore the observed differ-
ences between the two cases is clearly due to losses and Mach number differ-
ence. The influence of the reduced length lred = 0.05 (see Eqns. 2.52 and 2.62)
on the T21 element has been checked and it was found to have a negligible ef-
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fect. But, the small gain in this element has shown a rather weak dependency
on the chosen reference plane. The phase value of this element shows a irreg-
ular trend as its amplitude is close to zero.

The quality of the measured transfer matrices can be checked by comparing
the ζ values obtained from the model (=1.8) and the measured (=1.96) mean
loss flow coefficient from the static pressure drop across the burner. These
values should be equal as the acoustic loss stems from the linearization of the
mean flow. Indeed the ratio of these two quantities is observed to be around
0.92, showing that the loss coefficients obtained from the fit to the measured
BTM and from the static pressure difference are similar. On the other hand
the differences, if any, may stem from the entrance loss at the transition from
plenum to the reduced plenum (see Fig. 3.1 chapter 3). This loss is acoustically
not felt as it does not create a separated jet flow at the entrance. But, this loss
is accounted in the static pressure drop measurements and as a result the ζ

values are slightly larger than that given by the model.

In contrast to the EV5 burner the TD1 burner (see Fig. 3.3) has a complicated
flow path which contributes to some complexity in the acoustic behavior. The
model for the TD1 should take into consideration how the flow adapts through
the eight swirler slots, accelerating in the converging nozzle before being ex-
ited from a straight duct (see Fig. 3.4 in chapter 3). A detailed acoustic model
for the TD1 burner is presented by Fischer et al. 2006 [23]. Here only the out-
line of this model consisting of different elements will be given:

• An area change without losses representing the transition of the plenum
cross section to the restricted plenum cross section due to the presence
of the burner.

• A duct element with 116 mm length representing the wave prorogation
within the restricted length of the plenum.

• A pressure loss element considering the pressure loss across the burner.
This value is obtained from the pressure drop measurements across the
burner (ζ= 1.4).

• The nozzle is represented as a set of five discretized duct–area change
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Figure 4.6: Amplitudes of the TD1 BTM coefficients with (hot, 250°C) and with-
out (cold) preheating

elements with a total length of 52 mm.

• Duct element of 30 mm length.

• An area change element without losses due to sudden area change, rep-
resenting the transition between the burner exit and the combustor. This
element has a significant effect on the burner model.

• Finally a duct element with length -150 mm has been included to shift
the upstream reference plane to a common reference plane at x = 0 i.e.,
the burner exit plane. This distance is approximately equal to the dis-
tance between the center of the slot and the burner exit plane. With this
the burner becomes formally an element with zero length which can be
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placed at combustor front panel in a complex acoustic network model
representing the entire combustion system.
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Figure 4.7: Phase values of the the TD1 BTM coefficients with (hot, 250°C) and
without (cold) preheating

A comparison between measured and modelled BTM for the cases without
preheating and with preheating of 250°C at same air mass flow rate of 30 g/s is
shown in Figs. 4.6 and 4.7. The burner configuration investigated was 401616
as denoted in chapter 3. The comparison shows that the low order model pre-
dictions are in good agreement with the measurements. In particular, dynam-
ics of the elements T11 and T12 with high gain compared to the other elements
are closely captured by the model. The deviations from the model predictions
can be attributed to the complex acoustic losses due to the mean flow effects.
It was observed that the huge acoustic losses due to the sudden expansion at
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the interface of burner exit and combustion chamber are to be considered in
the analytical model for proper predictions. Also the phase values obtained
with the model in Fig. 4.7 show very good consistency with the measurements
throughout the frequency range investigated.

A close comparison between the EV5 and TD1 BTM results, in particular the
amplitudes of the T12 element, show qualitative similarities in the low fre-
quency domain. It seems that the EV5 burner reproduces (See Fig. 4.4, un-
til He = 0.4) the low frequency part of the TD1 burner (see Fig. 4.6, but until
He = 0.2 ). For both the cases the burner nominal diameters (50 and 40 mm,
respectively) are used to normalize the frequency on x–axis. As only the ax-
ial waves are considered, it is motivated to use the burner physical length lb

for normalizing the frequency on x–axis. The TD1 burner is about twice (200
mm) as long as the EV5 burner (90 mm). For this reason, both the burners
would have the peak in amplitudes of the T12 element near the same He num-
ber. A comparison of BTM is made between both the burners but now using
He =ωlb/c for the same mass flow rate of 30 g/s as shown in Fig. 4.8.
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Figure 4.8: Amplitudes of the T12 element of the EV5 and the TD1 BTM
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As expected the EV5 has reproduced qualitatively the behavior of TD1 burner
with peak values around He = 0.9 in both the cases. This implies that the EV5
burner with small physical length can very well be treated as an acoustically
compact element and can be represented as a simple leff –ζ model within the
frequency range of interest (<600 Hz or He < 0.9 ). But, above a certain critical
frequency this model may not hold anymore. This is because, the simple leff

–ζ model linearly increases the amplitudes of the T12 element with increase
in frequency (He), although the experimental data show a decreasing trend
after He > 0.9. On the other hand, the low order model for the TD1 burner
is very well in agreement with the experimental data even above its critical
frequency (He > 0.95). It indicates that this simple leff –ζ model is not alone
capable enough to predict the acoustic behavior of complex geometries. As
a consequence, a successful mapping of the geometric details into a low or-
der model is required in the high frequency regime. It can be concluded from
the above analysis that the combined approach of low order modelling with
some experimental inputs to optimize the free parameters lead to a precise
1–D acoustic model representing even complicated geometries.

4.3 Flame transfer matrices

As mentioned earlier, the present work has been carried out as a part of re-
search project sponsored by ALSTOM as industrial partner. Consequently, the
EV5 burner has been investigated more in detail. Hereafter, until otherwise
stated only the results obtained with EV5 burner will be discussed.

Flame transfer matrices (FTM) were obtained from the measured burner
transfer matrices with flame (BFTM) and without flame (BTM) by using the
Eqn. 3.15: F T M = BF T M ·BT M−1. The FTM were obtained for several operat-
ing conditions both in PPM and IPM operation by varying the thermal load, λ
and preheat temperatures. First a comparison will be made between the cal-
culated FTM in ( p ′

ρc ,u′) notation at 50kW/1.7/300°C with the measured BTM
(30 g/s) with and without flame in the PPM operation. The amplitude and
phase values of the transfer matrices are plotted over the frequency domain
as shown in Fig. 4.9 and Fig. 4.10, respectively.

74



4.3 Flame transfer matrices

200 400 600
0

1

2

3

f [Hz]

|T
11

| [
−]

200 400 600
0

5

10

15

f [Hz]

|T
12

| [
−]

200 400 600
0

1

2

3

f [Hz]

|T
21

| [
−]

B
BF
F

200 400 600
0

2

4

6

f [Hz]

|T
22

| [
−]

Figure 4.9: Amplitudes of the burner and flame transfer matrices

The data for the burner alone (B) and burner with flame (BF) shows the ex-
pected similarity in both amplitude and phase values for the T11 and T12 el-
ement. The T11 element which relates the pressures across the burner and
flame has zero phase. This indicates that for a low Mach number flow the
flame dynamics is not strongly influenced by the pressure and the scaling is
given by the ratio of specific impedances up and downstream of the flame
(β = (ρc)c/(ρc)h). Thus the offset between the T11 element of burner and bur-
ner with flame leads to a value of approximately 1.73. The T12 element re-
lates the pressures downstream to the velocity upstream of the burner and
flame. This element is typically characterized by a linear increase of the abso-
lute value and a phase value from -π to -π/2 with increasing frequency. This
element is not strongly influenced by the presence of the flame, hence the
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Figure 4.10: Phase values of the burner and flame transfer matrices

T12 element of the flame alone can be observed with an absolute value of al-
most zero and with an irregular trend in phase [87]. The T21 element which
relates the velocity downstream to the pressure upstream has very small am-
plitudes compared to the other elements. This is also reflected in the phase
values with large discrepancies. Finally the T22 element relating the acoustic
velocities up– and downstream of the flame represents the most important
dynamics present in it. The phase values drops almost linearly in the low fre-
quency domain. This is characteristic for the convective time delays. In the
high frequency domain the absolute and phase values of the T22 element con-
verges to unity and zero, respectively, indicating a damping of the dynamic
behavior.

The T22 element of the FTM is greatly influenced by λ, preheat temperature
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Figure 4.11: Amplitudes of the T22 element of the FTM in PPM operation
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Figure 4.12: Phase values of the T22 element of the FTM in PPM operation
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and to some extent by thermal load. For this reason, only the T22 element
amplitude and phase values for different operating conditions are plotted in
Fig. 4.11 and Fig. 4.12 respectively. From these plots it can be observed that
the FTM is not much influenced by varying thermal load from 50kW to 60kW.
However, it is very much sensitive to the preheat temperature and the λ val-
ues which directly effect the flame temperature and thus the turbulent flame
speed. From the phase plots we can see clearly that with increasing λ from 1.5
(red triangles) to 1.7 (blue squares), the phase drops steeply. This is due to the
decrease in adiabatic flame temperature, the turbulent flame speed decreases
shifting the flame front position further downstream of the burner and thus
the convective delay times increase. Also a similar behavior with decrease in
mixture preheat temperature from 300°C (blue squares) to 200°C (black cir-
cles) can be observed. But, in this case the amplitudes show a strong deviation
towards the low frequency limit. This is due to the fact that at low preheating
and high λ value the flame structure and its behavior was different from other
operating points. This behavior is also confirmed from the static flame mea-
surements.

The dynamics of the FTM as discussed above are highly dependent on the op-
erating conditions and frequency. Following the work of Lohrmann and Büch-
ner, 2004 [48] the FTM (T22 element) behavior for a given burner geometry can
be made independent of the operating condition if the frequency is normal-
ized and represented as Strouhal number Str = f XOH/U , with XOH defined
the position of the maximum OH*–chemiluminescence measured and U the
nominal burner exit velocity.

A comparison is made between the amplitude and phase values of T22 ele-
ment after the frequency is normalized and represented by Strouhal number
as shown in Figs. 4.13 and 4.14. The amplitude now shows a same behavior in-
dependent of the operating point. In particular, the phase function (Fig. 4.14)
of the T22 element shows a characteristic time delay which is almost indepen-
dent of the preheating temperature, thermal power and λ. As observed from
the plots, the individual time delay (τ ∝ XOH /U ) for each set of operating
conditions obviously is the key for the normalization of the measured flame
dynamics. This is a very important finding in order to develop scaling rules
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Figure 4.13: Amplitudes of the T22 element of the FTM in PPM operation with
frequency normalized and represented as Strouhal number

(physical models) which are useful to calculate the time delay and its distri-
butions for a set of operating points as will be discussed in chapter 5. Overall
the quality and repeatability of the measurement technique can be observed
from the smoothness in the curves, qualifying these results as benchmark data
to validate other alternative methods and the network model which will be
presented in the following sections.

4.4 Flame transfer function - hybrid method

Here the desired FTM is obtained from the measured FTF and using the R–H
relations making it a hybrid method [22]. The FTF is defined as the ratio of
heat release fluctuations to the acoustic velocity fluctuation at the burner exit
plane (Eqn. 2.75). This is the most conventional method, where heat release
fluctuations are measured from the OH*–Chemiluminescence releases from
the flame using an UV–photomultiplier (see section 3.2.3) and velocity fluc-
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Figure 4.14: Phase values of the T22 element of the FTM in PPM operation with
frequency normalized and represented as Strouhal number

tuations using a constant temperature anemometer(CTA) (see section 3.2.2).
This method is simple and faster from the experimental point of view. Alter-
natively, the burner exit velocity fluctuations were calculated from the simul-
taneously measured pressure field upstream of the burner using 1–D network
theory. From the MMM, as explained earlier, the upstream Riemann invari-
ants fu and gu (p ′

u ,u′
u, inside the plenum) are multiplied with the known cold

BTM to get the downstream fd and gd (p ′
d ,u′

d , inside the combustion cham-
ber). The velocity fluctuations at the burner exit can then be obtained after
scaling with an appropriate area ratio (Acc /Ab).

A comparison is made between the FTF obtained by the CTA method (black
squares) and the network method (blue triangles) as shown in Fig. 4.15. The
left side of the plot shows the FTF amplitude and phase values obtained with
TD1 burner. Here, with a relatively simple exit geometry the CTA can be posi-
tioned properly just upstream of the burner exit plane. The acoustic velocity
obtained by the CTA method and the network approach is normalized with
the mean flow velocity. This quantity together with the normalized heat re-
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Figure 4.15: FTF comparison obtained from conventional CTA method (black)
and with network based method (blue) measured on different days
1 and 2

lease fluctuation from the photomultiplier allows to calculate the FTF fQ(ω)
as represented in Eqn. 2.75. As seen from the figure, both these methods are
proven to be equivalent in the case of TD1 burner for entire frequency domain.

On the right side of Fig. 4.15, the FTF amplitude and phase values measured
with the EV5 burner using both the methods on two different days (1 and 2) are
presented. In the case of network method (blue triangles) a good reproducibil-
ity both in amplitude and phase can be observed throughout the frequency
domain. The phase values show good consistency almost in the entire fre-
quency domain for both these methods. However, the amplitude measured on
two different days deviate strongly with the CTA method (black squares). This
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can be attributed to difficulties from CTA positioning in complex geometries
like EV5. During the measurement campaign with preheated air, the response
from the CTA was found to be varying and reproducibility was not achievable.
The CTA response was very much sensitive to its location and the orientation
inside the burner slots.

|p'| |u'  |x

Figure 4.16: Amplitudes of the acoustic pressure and velocity (axial) inside the
EV5 burner slots obtained using an acoustic FEM model at 350Hz

In order to understand the acoustic flow field, analysis was performed using a
3–D acoustic finite element model (FEM) from a commercial software (COM-
SOL 3.2). The details of FEM model are presented in the Appendix. The ampli-
tudes of acoustic pressure and velocity obtained as an example at 350 Hz are
plotted in Fig.4.16. The results clearly indicate large acoustic pressure and ve-
locity gradients across the burner slots, both in radial (z-axis) and axial direc-
tion (x-axis). This explains that a suitable position for the CTA measurements
was not achievable for this burner configuration. From the above analysis it is
concluded that the network method as compared to the CTA method is more
reliable and reproducible for measuring the acoustic velocity fluctuations for
the burner type investigated here. Finally, substituting this experimental FTF
( fQ(ω)) into the acoustic R–H relations and rearranging the equations we get
the FTM as shown in Eqn. 2.76 making it a hybrid method.
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4.5 Analytical flame transfer matrix

4.5 Analytical flame transfer matrix

The flame is treated as a compact element or discontinuity at a single plane.
From the conservation laws it was shown in chapter 2, how the acoustic rela-
tions across this plane can be derived (Eqns. 2.71 & 2.72). To get the closure for
the flame transfer matrix given by Eqn. 2.76, the heat release fluctuations are
modeled in terms of the FTF ( fQ (ω)) with free parameters (n,τ,σ) as shown in
Eqn. 2.87 for PPM operation. Using this distributed time lag model the com-
plete transfer matrix can now be described analytically. However, these free
parameters require a fit to the directly measured FTM.

4.5.1 Global check

Here the FTM obtained with MMM directly is compared with those obtained
from hybrid and analytical methods. The amplitude and phase values of the
FTM as an example at 60kW/1.7/300°C are plotted in Figs. 4.17 and 4.18.

The amplitudes of the T12 and T21 elements are very small compared to the
other elements and hence the phase values show an arbitrary behavior. The
most dynamic element T22, shows a high interaction between the flame and
acoustic velocity in the low frequency domain, which can also be observed in
the phase values. A very good agreement between the pure acoustically de-
termined direct FTM (black) and the OH*–chemiluminescence based hybrid
method (blue) provides a check on either method. An analytical description
of the flame model using n,τ,σ parameters was also consistent with the mea-
sured data. This indicates that the flame model with distributed time lags is
very much capable of representing the flame under investigation. These re-
sults also prove the applicability of the three different methods to obtain the
dynamic flame parameters in PPM operation.

However, the same procedure of global check may not be possible in the case
of IPM operation where we expect high equivalence ratio fluctuations which
are discussed in the following section.
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Figure 4.17: Global check showing the consistency between the directly mea-
sured, the hybrid OH*–chemiluminescence method and the ana-
lytical Rankine-Hugoniot approximation for a PPM operation

4.6 Injector premixed mode operation (IPM)

In this mode the mixture is generated by fuel injectors within the burner. This
results in temporal as well as spatial mixture inhomogeneities which are over-
laid on the turbulent and acoustic velocity fluctuations. The observed sen-
sitivity of the heat release fluctuations to equivalence ratio fluctuations in the
lean [37] regime indicates that in a lean premixed gas turbines, fuel concentra-
tion fluctuations cause a very strong feed back mechanism. Several theoretical
models have been proposed [25, 81] to simulate the interaction between heat
release and fuel concentration fluctuations based on the time lag approach
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Figure 4.18: Global check showing the consistency between the directly mea-
sured, the hybrid OH*–chemiluminescence method and the ana-
lytical Rankine-Hugoniot approximation for a PPM operation

where the fuel concentration fluctuations are caused by acoustic fluctuations
at fuel injector location. These fuel concentration fluctuations are convected
downstream towards the flame, with a convective time delay depending on
the flow field interaction between injector and flame front.

The FTM in IPM are measured at several operating conditions using MMM.
The absolute and phase values of the most dynamic T22 element are plotted
in Figs. 4.19 and 4.20. Particularly the amplitudes of the T22 element in the low
frequency limit( f → 0) shows a strong decay followed by a rise around 200
Hz and again a strong decay converging to a value of unity. In the very low fre-
quency limit the heat release due to the velocity fluctuations at the burner exit
(flame speed fluctuations) are out of phase with the heat release fluctuations
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Figure 4.19: Amplitudes of the T22 element of the FTM for IPM operation
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Figure 4.20: Phase values of the T22 element of the FTM for IPM operation
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4.7 Interpretation of flame parameters

due to the fuel concentration fluctuations. Therefore according to the Eqn.
2.91 we see that the amplitude of the T22 element tends to a value of unity.
This effect is also clearly visible from the phase values plotted in Fig. 4.20,
where it tends to a value of π. This is a characteristic of a “fuel stiff” system
also observed prominently in previous investigations by Auer et al. 2005 [3]
and Lohrmann et. al. 2003 [49]. For instance within a pulsating period with in-
creasing air mass flow (increase in u′) at the burner exit the air equivalence ra-
tio decreases, causing a decrease in flame temperatures (decrease in Q̇ ′). The
resulting phase shift between the velocity fluctuation at the burner exit plane
and photomultiplier signal converges to a value of π. The plot also shows the
generally expected behavior: with increase in air excess ratio (from 1.5 to 1.7)
or decrease in the preheat temperature (from 300°C to 200°C) the phase de-
lay increases. Towards the high frequency domain the amplitude and phase
values decay strongly to unity and zero respectively indicating an axial disper-
sion of equivalence ratio fluctuations and follow the same behavior as in the
PPM operation. Care should be taken while interpreting the amplitude gain in
the low frequency region(<100Hz,50kW/1.7/300) as the measurements here
were quite sensitive to the excitation amplitude with the upstream siren. As
this siren acts as a mechanical shutter directly modulating the air flow for a
fixed fuel flow rate, significant heat release fluctuations were observed.

As discussed in section 2.5.4 the FTM including the equivalence ratio fluctua-
tions can be obtained from Eqn. 2.91. Once again the model free parameters
in this case (n, τ, σ, τφ, σφ) are obtained by fitting these to directly measured
FTM as shown in Fig. 4.19 and Fig. 4.20. The model fit to the experimental
data obtained at the operating point 50kW /1.5/300 (red diamonds) is shown
with a solid line. The result indicate a good agreement with the measured FTM
above 100 Hz.

4.7 Interpretation of flame parameters

A summary of the dynamic flame parameters obtained at several operating
points are provided in Table. 4.1. The mean and standard deviations of con-
vective time delay are normalized (represented with ∗) such that τ∗ = τU /D .
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Where U and D are the nominal burner exit velocity and burner diameter.
The mean time delays due to the velocity fluctuations at the burner exit in the
PPM operation are slightly larger compared to the IPM operation at their re-
spective operating points (compare columns 3 and 7). This is also revealed
to some extent in the flame lengths (XOH compare columns 5 and 11) ob-
tained from the time averaged OH*–chemiluminescence images as shown in
Fig. 4.2. Care should be taken while interpreting the OH*–chemiluminescence
images (or intensity I ) taken in IPM operation. Due to unmixedness in this
mode, the proportionality factor between the heat release and the chemilu-
minescence emitted from the flame may not be the same as in the PPM and
generally the chemiluminescence intensity is over predicted [4, 90]. For this
reason the hybrid method, which uses the OH*-chemiluminescence to deter-
mine the heat release fluctuations (Q̇ ′) was not applicable for the IPM opera-
tion. Nonetheless, in preheated lean flames with small equivalence ratio fluc-
tuations it is assumed that the sensitivity of intensity with equivalence ratio
is fairly small at least in the static operation. Consequently, the images taken
in static operation were still used to represent the location of maximum OH*-
chemiluminescence intensity.

Table 4.1: Summary of mean and standard deviation of the convective time de-
lays. The values are normalized as τ∗ = τ · U

D ; n∗ = n/(Th/Tc − 1).
XOH /D is the flame length normalized with the nominal burner di-
ameter

Operating point PPM IPM
[kW/λ/Tc ] n∗ τ∗ σ∗ XOH /D n∗ τ∗ σ∗ τ∗φ σ∗

φ XOH /D

40kW/1.7/300°C 1.67 0.84 0.33 0.68 - - - - - -
50kW/1.7/300°C 1.39 0.93 0.29 0.75 1.53 0.69 0.29 1.44 0.41 0.67
60kW/1.7/300°C 1.54 1.04 0.37 0.81 - - - - - -
50kW/1.5/300°C 1.55 0.62 0.27 0.59 0.91 0.45 0.20 1.20 0.24 0.54
50kW/1.5/200°C 1.46 0.76 0.31 0.65 0.90 0.52 0.21 1.33 0.28 0.60
50kW/1.7/200°C 1.06 1.46 0.46 0.84 - - - - - -

The time delay values show a strong dependency on λ and preheat temper-
ature and rather a weak dependency on thermal power. This is due to the
Strouhal scaling, as the burner diameter D instead of XOH was used. The stan-

88



4.8 Network model validation

dard deviation of the time delays (σ∗) show more or less a constant behavior
with values around 30% of their respective mean time delays. This can be due
to the flame structure and hence, the distribution of the flame surface is very
similar with only the mean position varying for all the operating points in-
vestigated. The only exception is the case with 50kW/1.7/200°C (low preheat
and high λ) that has different flame parameters also consistent with its larger
flame length. In IPM operation the mean and standard deviation of the time
delays due to velocity fluctuations at the burner exit (τ∗ and σ∗, columns 7
and 8), as expected, are slightly smaller than thier respective values obtained
from equivalence ratio fluctuations (τ∗φ and σ∗

φ, columns 9 and 10). This is be-
cause the equivalence ratio fluctuations commence from the position of fuel
injectors which are located upstream of the burner exit plane.

In PPM operation the interaction index (n) which gives the coupling between
the flame and acoustics, should tend to a value equal to the temperature ra-
tio across the flame in the low frequency limit as per Eqn. 2.87. i.e., n∗ = 1.
But from the table we find that this value is more than unity for almost all the
operating points. This excess value in the interaction index can be attributed
to the error function in assuming the flame shape to take a Gaussian distri-
bution with mean and standard deviation (see section 2.5.4). As the area un-
der the integral of Gaussian curve should be equal to one, the clipped area
has to be accounted with some multiplication factor. This multiplication fac-
tor is assumed to be included in the value of n∗ and hence its value becomes
larger than one. Here only a qualitative treatment of the interaction index is
discussed and more on this will be presented in chapter 5 where it is shown
how the value of interaction index scales depending on the values of τ and σ

for several operating points.

4.8 Network model validation

The 1–D acoustic network model presented in section 2.7 (see Fig. 2.3) has
been verified in two steps. First its principal capability to reproduce the ex-
perimental data without flame is carried out. Here the valid leff – ζ model
for the burner presented in section 4.2 has been implemented into the net-
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work model. Now simulating the experiment, the acoustic forcing at the up-
stream and/or downstream end can be made using the speaker element. The
response to this forcing at a location corresponding to one of the microphone
positions in the experiment can be obtained.
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Figure 4.21: Comparison of the measured and simulated pressure spectrum
upstream (290 mm) and downstream (204 mm) of the burner exit
plane without combustion

The measured and simulated pressure spectrum for the case with upstream
excitation and without combustion are plotted in Fig. 4.21. On the left side the
amplitude (top) and phase (bottom) values correspond to a microphone posi-
tion at 290 mm upstream of the burner, while on the right side correspond
to a microphone location at 204 mm downstream. The spectra are in very
good agreement both in amplitude and phase for almost the entire frequency
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domain. The amplitudes measured in the upstream (plenum) side are larger
than in the downstream (combustion chamber) which is due to large acous-
tic losses introduced by the burner. This is also well captured by the model.
Especially the measured peaks from both microphone locations correspond
very well with the simulation. To have a suitable acoustic boundary condi-
tion the experimentally determined reflection coefficient as a function of fre-
quency has been provided to the network model. By doing so, the predictions
were improved especially in the low frequency domain (<100 Hz). Some dis-
crepancies can be seen at the resonance frequencies where the model has over
predicted the amplitude due to lower damping. This can also be seen from the
phase plots where the phase drops more sharply in the simulation compared
to a smooth phase drop in the experiments.

To address this issue, the model sensitivity to damping has been checked by
implementing the damped ducts as discussed in section 2.2.2. Apart from
losses at burner and area changes additional losses due to visco–thermal
damping of acoustic waves in plain ducts has been implemented [63] in the
same network model. The simulated pressure spectra with damping included
are shown with broken lines in the same plot (Fig. 4.21). A closer agreement
with measured amplitudes, particularly, at the resonance frequencies was ob-
tained. The value of the damping coefficient (Cd = 2.0) has been chosen such
that a best fit is obtained with the measured data. Although the improvements
seems to be minor in the case without combustion, these will become very ob-
vious with combustion.

Next, the flame element represented by n−τ−σmodel ( see section 2.5.4) is in-
cluded into the network model. The same validation procedure as in the case
without flame was carried out. The measured and simulated pressure spectra
corresponding to the two microphone locations are plotted over the frequency
domain as shown in Fig. 4.22. Once more a very good comparison has been
obtained between the measurements and the simulation. Again, the results
with damping have shown a significant improvement in the predictions espe-
cially at eigenfrequencies of the rig. This can also be observed in the phase
plots where a sharp drop in phase occurs without damping, whereas it fol-
lows the measurements closely in the case with damping around 400 Hz in the
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Figure 4.22: Comparison of the measured and simulated pressure spectrum
upstream (290 mm) and downstream (204 mm) of the burner exit
plane with combustion

downstream side. The value of damping coefficient Cd = 15 is observed to give
the best fit to the measurements with flame. Usually the value of the damping
coefficients are small (Cd ≈ 1). But, as in this case Cd = 15 indicates that some
other source (s) of damping exists that is (are) not known. The network model
has performed even better in the presence of combustion compared to the
case without combustion. In particular, in the downstream side with relatively
higher temperatures and thus a higher Mach number, the model has shown a
very good agreement with the measurements. This is because with increase in
the temperature the acoustic boundary layer thickness increases (δac > δl , see
section 2.2.2) which increases the damping linearly [63, 79].
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4.9 Model based regression method

Here a method/principle to determine the FTM with only one test state by
using a network model based regression (MBRM) with free parameters is pre-
sented. This method is very much useful in complex geometries like annular
test rig where it is very difficult to achieve two acoustically independent test
states for measuring the burner and flame transfer matrices directly. The pro-
cedure is explained schematically in Fig. 4.23.
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⎡ ⎤⎣ ⎦′ ′− →∑, .k Expp′ , .k Calp′

Figure 4.23: Model based regression method (MBRM) to determine the flame
parameters from only one measurement

A measurement with upstream excitation is carried out with a row of micro-
phones positioned upstream and downstream. From the 1–D acoustic theory
p ′

u ,u′
u are obtained at a chosen reference plane using the measured pressures

at several locations (e.g. from the MMM). The data is then multiplied with
the known BTM and FTM model to calculate the pressure and velocity field
downstream (p ′

d ,u′
d ). With this a regression analysis is performed to match the

measured downstream data for several frequencies, such that the error is min-
imized. Finally, the optimized flame parameters are obtained. This procedure
can also be applied in other direction and also with downstream excitation.

The results obtained with this procedure at 60kW/1.7/300°C with upstream
excitation are plotted in Fig. 4.24. The amplitude (top) and phase (bottom)
values of the T22 element of the FTM obtained from the MBRM (solid line) are
compared with those of the MMM (black squares). The left side of the plot cor-
responds to upstream excitation, making the fit to downstream microphone
data and then using regression to deduce the optimized flame parameters.
On the right side, the downstream measured data is used to calculate the up-
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Figure 4.24: Comparison of the FTM obtained with the direct MMM and the
MBRM with upstream excitation. Left side: Regression made to
match the downstream data. Right side: Regression made to match
the upstream data

stream pressure data and then make regression to fit the measured upstream
data to get the optimized flame parameters. The latter works better as the am-
plitudes on the forcing side are higher. As a consequence, performing a regres-
sion on that side yields a better results as can be seen in the plot.

The same procedure was also applied with downstream excitation as shown
in Fig. 4.25. Once again a very good consistency between the model based re-
gression procedure and the directly measured FTM is obtained. As compared
to the results from the downstream excitation, the upstream excitation results
yielded superior agreement with the direct method. This can be attributed to
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Figure 4.25: Comparison of the FTM obtained with the direct MMM and the
MBRM with downstream excitation. Left side: Regression made to
match the downstream data. Right side: Regression made to match
the upstream data

the fact that the second siren excitation from downstream end has a lower
excitation level than the upstream siren. Nevertheless, a good agreement be-
tween both methods demonstrate the potential advantage of the model based
method to obtain the dynamic flame parameters with only one measurement,
i.e. forcing only at one end. A similar analysis can be made even to obtain the
optimized BTM parameters (leff,ζ) without flame.

Finally, a comparison is made between the flame parameters determined at
an operating point of 50/1.7/300°C using direct and model based regression
methods as shown in table 4.2. The first row corresponds to the flame param-
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eters determined from the n−τ−σ model fit on to the directly measured FTM
(i.e., using MMM as presented in table 4.1). Remaining all other rows shows
the flame parameters deduced from the MBRM. The data is shown for all the
combinations using up- and downstream excitation and their corresponding
regression analysis.

Table 4.2: Summary of mean and standard deviation of the convective time
delays obtained using direct MMM and MBRM at 50/1.7/300°C. The
values are normalized as τ∗ = τ · U

D ; n∗ = n/(Th/Tc −1)

Method PPM IPM
n∗ τ∗ σ∗ n∗ τ∗ σ∗ τ∗φ σ∗

φ

Direct (MMM) 1.39 0.93 0.29 1.53 0.69 0.29 1.44 0.41
MBRM: Exc.Up/Fit:Up->Down 1.56 0.86 0.39 2.13 2.51 0.55 1.49 0.35
MBRM: Exc.Up/Fit:Down->Up 1.64 0.97 0.33 4.77 0.98 0.85 1.47 0.41

MBRM: Exc.Down/Fit:Up->Down 1.35 0.96 0.30 2.31 264 46.74 16.02 308.7
MBRM: Exc.Down/Fit:Down->Up 1.49 0.99 0.31 1.53 0.64 0.20 1.63 0.245

The results indicate a very good overall consistency with each other method
in the PPM operation. Whereas, in the case of IPM operation large deviations
from the direct method (MMM) and against each other methods in MBRM
can be observed. This can be due to the fact with increased number of free
parameters (up to 5) the performance of the fit function is low and sometimes
even delivers unphysical values for these parameters (e.g. row six). This prob-
lem can be solved by using more robust algorithm with user interface, where
some physical constrains based on experience can be implemented to obtain
the optimized flame parameters.

4.10 PIV results

The cold and hot mean velocity flow field measurements using PIV were car-
ried out on both single and annular test rig configurations2. The primary mo-

2As mentioned in chapter 1 the author has investigated the EV5 burner in an annular test rig as well. For more
information on the annular test rig investigation the reader is referred to Fanaca et. al. [20, 21], Kunze, 2004 [43].
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tivation was to address the differences observed in the dynamic flame charac-
teristics for a similar operating point in both the configurations. Furthermore,
the PIV results can be used to determine the flow angle and velocity profiles
which feed into developing scaling rules presented in chapter 5. First the re-
sults concerned with the single burner test rig will be presented. The PIV setup
details were discussed in section 3.2.4.

4.10.1 Cold flow field

The result of the PIV measurement in the single burner test rig for a mass flow
rate of 35 g/s is shown in Fig. 4.26.

Figure 4.26: Contour of the mean axial velocity in the meridional plane of the
combustion chamber for an isothermal flow (35 g/s). The vectors
on the top half side of the plot represent the amplitude velocities at
five selected cross sectional planes. The arrow on the bottom cor-
ner of the plot indicates the direction of the jet center line velocity
exiting from the annulus of the EV5 burner

The colored contours show the axial velocity flow field. It can be seen that the
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recirculation velocity reaches about 65% of the peak jet velocity exiting from
the burner. The flow jet half angle is 50° and the inner recirculation zone (IRZ)
width is almost 0.8D with a length of 1.8D . The flow field in the combustor ex-
hibits a wall jet regime, where the flow immediately attaches to the wall with a
small corner recirculation zone (CRZ). These findings are very much in agree-
ment with Fu. et. al. 2005 [27], who have demonstrated that the occurrence
of this regime depends on the degree of confinement seen by the swirling jet,
i.e. the area ratio between the combustor and burner exit Acc /Ab. According to
their experiments a wall jet regime exists for a flow with effective swirl number
of 0.45, if the area ratio is below a critical confinement value of 5.88. Fanaca et.
al. 2009, [21] showed how to generalize the findings of Fu. et. al. 2005 [27] for
other swirl numbers.

PIV measurements have also been made to investigate the mean flow field
behavior in the presence of combustion. Here, an attempt to cross check the
PIV measurements will be presented. The procedure developed will be first
demonstrated using the isothermal measurements.

In Fig. 4.27 the axial velocity profiles (ux(r )) for a mass flow rate of 35 g/s as
a function of radial distance at several axial cross sectional planes (x/D) are
shown. The profiles were extrapolated to the wall. Axial symmetry in the flow
field is assumed and only the top half of the velocity field is considered (see
Fig . 4.26). Now, the mass flow rate (ṁPIV ) in a given cross sectional plane can
be obtained by performing an integration over the entire cross sectional area
using the measured axial velocity profiles as follows:

ṁPIV = 2π
∫r=ro

r=0
ρr ux(r ) d r (4.9)

Although a square combustor is used, an equivalent circular cross–sectional
area with outer radius ro has been used for performing the integration. The
result can then be compared with the total mass flow rate actually supplied
(ṁtot al ). From continuity both must be the same at every cross sectional
plane. The comparison is shown in table 4.3. At the axial location x/D = 0.2
very close to the burner exit, where a jet like structure exists, about 93% of
mass flow rate is reproduced using the PIV data. However, in the cross sec-
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Figure 4.27: Axial velocity profiles for calculating the integrated mass flow rate
at several axial locations. The dots represent the data from PIV for
a mass flow rate of 35 g/s and solid line its corresponding interpo-
lation function

tional plane x/D = 0.8 where the flow expands rigorously and reattaches to the
combustor walls, most of the forward flow is near the walls leading to under-
estimation of the mass flow rates. This is because the PIV data is not available
closer to the walls (up to 5 mm) and hence poor results are obtained by extrap-
olating the data towards that region. Moving further downstream to x/D = 1.6,
the flow reflects from the walls making it more uniformly distributed over en-
tire cross–sectional plane and hence the integrated mass flow reaches about
97% of the total mass flow rate.

Thus, it can be concluded that PIV measurements can be verified from the
above procedure in the case of isothermal flow field. The same procedure is
now applied to analyze the PIV data in presence of combustion and the com-
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Table 4.3: Comparison of the mas flow rates obtained using PIV measurements
in the isothermal flow field at several axial cross sectional planes

x/D 0.2 0.4 0.8 1.2 1.6
ṁPI V /ṁtotal 0.93 0.81 0.27 0.78 0.97

parison is shown in table 4.4.

Table 4.4: Comparison of the mas flow rates obtained using PIV measurements
in the hot flow field at several axial cross sectional planes

x/D 0.2 0.4 0.8 1.2 1.6
ṁPI V /ṁtotal 0.16 0.17 0.37 0.57 0.72

The results showed rather a poor comparison. This is because with combus-
tion two major problems occurred. Firstly, due to rapid hot jet expansion the
flow attaches immediately to the walls of the burner front panel with a very
small CRZ (wall jet regime). This makes the PIV measurements even more dif-
ficult with the restricted field of view and increased laser light sheet reflections
from the walls. Thus, the measured PIV data was not satisfactory. Secondly, we
need an appropriate temperature/density distribution as a function of the ra-
dial and the axial distance in order to apply Eqn. 4.9 which is difficult to obtain.
Nevertheless, a qualitative check can be obtained with a rather crude assump-
tion of uniform temperature profiles as a function of the axial distance. By do-
ing so, only the results corresponding to far downstream locations (x/D > 1.6)
with fairly uniform temperature distribution have shown a better comparison.

4.10.2 Cold and hot flow field comparison

The goal of this section is to develop a relation between the cold and hot jet
centerline velocity of the flow field exiting from the annulus of the EV5 burner.
This is achieved by expressing the hot jet center line velocity as a function of
temperature ratio across the flame and cold jet velocity. Later, this relation is
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useful in deriving the expression for convective time delay (τ) as will be dis-
cussed in chapter 5.

As pointed out in previous section the PIV measurements with combustion in
the single burner test rig were not satisfactory. As they were more consistent
PIV measurements made in the annular test rig were used for this purpose.
The results obtained there indicated a free jet regime [21]. A simple approach
to understand the complex flow behavior is used to develop the scaling rules
(e.g. to see how the convective time delay (τ) scales with the burner exit veloc-
ity in presence of combustion). For this purpose a comparison of the cold and
hot3 jet center line velocities (U0(x)) is plotted along the x–axis as shown in
Fig. 4.28. The values of U0(x) are obtained by searching the trajectory of maxi-
mum resultant velocity (

�
u2 +v2) from the PIV data as shown in Fig. 4.26. The

U0 is normalized with the absolute burner exit velocity Ub also obtained from
the PIV data.

The axial distance x is normalized with the effective diameter of the jet, which
in this case was taken as the hydraulic diameter Dhyd of the jet exiting from the
annulus of the EV5 burner4. This normalization helps in comparing the ve-
locity profiles with that of a turbulent round jet decay behavior. As expected,
the velocity profiles close to the burner exit are observed to be similar for
both cold and hot cases. In the cold case it shows a typical free jet behav-
ior with a constant magnitude up to a core axial distance of x0,c/Dhyd = 1.85
and then the magnitude decreases as the jet spreads along the axial distance.
The same behavior is also observed in the hot case, but the core axial distance
x0,h/Dhyd = 3.42 is 80% larger than in the cold case. This is because in presence
of combustion the jet momentum ratio is high against the hot environment
and hence a greater penetration with increasing velocity. The offset between
these two points is observed to be ≈ �

Th/2/Tc as shown in the figure5. After
this core distance, the classical jet decay behaviour can be observed from the
plot for both the cases.

3The mass flow rate (32 g/s) and thermal power (73kW/1.3/no preheat) are calculated per burner assuming a
equal flow distribution among the twelve burners in the annular combustion chamber

4This is equal to the difference in the outer and inner diameter of the annulus formed by the forward and
aerodynamically stabilized recirculated flow. Dhyd = D(1−�

0.6)=11.3 mm
5With Th = 1700K ,Tc = 291K the offset is observed to be ≈1.7
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Figure 4.28: Comparison of the cold and hot jet center line velocity profiles
along the x–axis

It can be observed from the plot (see Fig. 4.28) that the hot jet centerline ve-
locity increases almost linearly from the burner vicinity (x/Dhyd = 1.27) to its
core distance (x/Dhyd = 3.48). The convective time delay is depended on the
mean velocity of the jet exiting from the burner. Due to the jet expanding into a
hot environment, an expression for representing the jet effective velocity can
be derived. This is obtained by assuming a linear increase of the jet velocity
from the burner exit plane (U0,c ) to the point of maximum heat release U0,h .
Fig. 4.29 shows the schematic representation of the jet centerline velocity be-
ing increased linearly from x1,U1 to x2,U2. The Ueff represents the average or
effective jet centerline velocity. Here for simplicity of notation it is taken as
U1 =U0,c and U2 =U0,h .

An expression to represent the jet velocity as a function of axial distance can
be obtained (from the Fig. 4.29) as
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Figure 4.29: Effective jet centerline velocity in presence of combustion

U (x) =U1 +U2 −U1

x2 −x1
(x −x1). (4.10)

Integrating the Eqn. 4.10 throughout and dividing by U1 yields an expression
for effective velocity as

Ueff

U1
= 1

x2 −x1

∫x2

x1

1+
(

U2

U1
−1

)
x −x1

(x2 −x1)
d x

= 1+ 1

2

(
U2

U1
−1

)
. (4.11)

Assuming a linear dependency of the jet expansion on the temperature ratio
across the flame with a proportionality constant C we get

U2

U1
= 1+C

(
Th

Tc
−1

)
. (4.12)

The value of the C = 0.08 is obtained from the PIV data presented in Fig. 4.29.
Now, substituting the Eqn. 4.12 into Eqn. 4.11 and from U0,c =U1 we get

Ueff

U0,c
=
[

1+C

2

(
Th

Tc
−1

)]
. (4.13)

The above relation will be useful to obtain the convective time delays as a
function of the axial distance, the axial jet velocity and the temperature ra-
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tio across the flame. It can be concluded from the above analysis that the PIV
data was useful for the understanding of the flow field geometry, particularly,
the flow angle and to derive simplified correlations which are further used in
developing scaling rules as will be discussed in chapter 5.
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The stability analysis of a combustion system may be performed using the
acoustic network model and a generalized Nyquist criterion based open loop
gain method (OLG). As part of the research project (KW–21, GV4) the OLG
method was applied to perform a detailed stability analysis of the annular
test rig [20, 21, 43] at various operating conditions e.g. varying thermal power,
air excess ratio and preheat temperatures [88]. Accordingly, the flame transfer
functions, described by their flame parameters (n,τ,σ,τφ,σφ), are a prerequi-
site to represent the flame behavior at several operating points. In this chapter
some scaling rules are given that were used to calculate these flame parame-
ters at other operating points starting from a known operating point.

5.1 Flame length model

The flame length model is developed basically as a function of thermal load,
air excess ratio ratio λ, mixture preheat temperature and flame geometry. An
earlier investigation [33] had shown that the mean convective time delays can
be computed from a simplified heat release profile exiting from a typical swirl
burner. A schematic of the simplified geometric flame length model is shown
in Fig. 5.1.

The figure shows the meridional plane of the flow field with a flow jet half an-
gle α0 and mean radius r0 = (ri +ro)/2. It is assumed that the flame front has a
conical shell surface and anchors at the inner radius (ri ) of the annular burner
exit. The annulus could be formed also by the recirculation bubble, e.g. with
the EV5 burner. Given the recirculation of hot combustion products in the in-
ner recirculation zone the flame ignites in the shear layer between the inner
recirculation zone and the cold reactant jet. Also, no reaction is assumed in

105



Scaling Rules

0r

fr
0

fL

ts

U

or
ir

α

α

OHX

OHr
0

Flame front

iQ

maxQ
.

.

Figure 5.1: Schematic of the flame length model

the outer recirculation zone where large heat losses to the walls of the com-
bustor are expected. Due to the high jet velocity the flame front then extends
almost tangentially to the streamlines, in the diverging flow field, until the jet
velocity has decayed enough to allow steeper angles of the turbulent flame
front [33]. Consequently, the flame angle, α is slightly larger than the flow jet
angle. It is represented as α = α0 + arcsin(st /U0) with st the turbulent flame
speed and U0 the nominal jet velocity. The L f represents the flame length.
From the continuity equation one can relate A0 U0 = st A f between the bur-
ner exit and the flame front. Thus the geometric flame length can be obtained
after some trigonometry (see Appendix A.2 for derivation) as

L f =
√

A0U0

st

cosα

π tanα
+ r 2

i

tanα2
− ri

tanα
(5.1)

with A0 =π · (r 2
o − r 2

i ) the effective burner exit area. The turbulent flame speed
st , is obtained from the model given by Schmid et al. 1998 [86] as follows:

st = sl +u′ · ( 1+ Da−2
t

)−0.25
(5.2)

Dat = 0.09
lt

u′ ·
s2

l

ν
. (5.3)
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Here Dat is the Damköhler number with the turbulent length scale lt and the
RMS value u′ of the fluctuating velocity, sl the laminar flame speed and ν the
kinematic viscosity. The laminar flame speed is calculated from the correla-
tion proposed by Peters [64]. The turbulent quantities are obtained based on
the investigation from Wäsle et al. 2005 [99] as

u′ = 0.15 ·U0 ·
0.8 Dhyd

L
(5.4)

and
lt =Dhyd

(
0.002+0.005 · L

Dhyd

)
. (5.5)

Here Dhyd = 2 · (ro − ri ) represents the hydraulic diameter of the annular jet
and L is a representative distance from the burner exit to the place of maxi-
mum heat release, which is typically around L = 0.66 L f for a swirl stabilized
flame [99]. Now by substituting Eqns. 5.2, 5.4 and 5.5 into Eqn. 5.1 we get the
desired geometric flame length. The flame lengths calculated with this sim-
plified approach are in good agreement with the measured flame lengths (dis-
cussed in next section).

Improved flame length model:
An attempt has been made to improve this simplified geometric flame length
model by taking into account additional parameters which influence the
flame structure and flame operating regime. Several authors have performed
detailed studies on the highly turbulent premixed flames, e.g. Borghi, 1985,
Peters, 1999, Griebel et al. 2003 and Siewert, 2006 [5, 29, 65, 94] to name a few.
As a result of all these investigations it can be concluded that the complex in-
teraction between the turbulent flow field and the flame front and resulting
flame front structure can be fairly well represented by means of character-
istic dimensionless numbers. These are, in addition to turbulent Damköhler
number Dat , the turbulent Reynolds number Ret = u′ · lt /ν and the Karlovitz
number K a = (lt /δl )−0.5(u′/sl )1.5 = �

Ret /Dat . δl is the laminar flame thick-
ness. The Ret takes into account the influence of the turbulence on the de-
velopment of the shear layer thickness downstream of the flame holder. The
Karlovitz number can be used as a measure of the flame front stretch or corru-
gation which influences the turbulent flame speed. It is observed from these
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investigations that with increasing Ret and K a the flame front is increasingly
corrugated causing local extinctions in the flame. Peters [66] suggests that for
K a > 100 the turbulent premixed flame structures change significantly and
even extinguish1. As a consequence, these characteristic parameters are in-
cluded into the geometric flame length model (Eqn. 5.1) to predict the flame
lengths (which are based on flame structure) more appropriately. The modi-
fied flame length (L∗

f ) model is obtained as

L∗
f

Dhyd
= 0.247 · L f

Dhyd
·Re0.2

t ·K a0.076. (5.6)

The modified flame length L∗
f is normalized with hydraulic diameter Dhyd.

The constant factor (0.247) and the exponential coefficients (0.2, 0.076) of the
model parameters Ret ,K a in Eqn. 5.6 are obtained by a fit to the measured
flame lengths at several operating points as will be discussed in the following
section.

5.2 Flame length comparison

The experimental flame lengths are obtained on the single burner test rig by
varying thermal power and λ at two preheat temperatures. A comparison be-
tween the flame lengths obtained from measured OH*–chemiluminescence
images and model (Eqn. 5.6) are presented in Figs. 5.2 and 5.3 for 200°C and
300°C air preheat temperatures, respectively.

From the plots we see an excellent agreement between the measurements and
modelled flame lengths demonstrating the capability of the model to repro-
duce the experimental data at several operating points. The trend observed
in the experiments is very well captured even with different preheating tem-
peratures. The deviations from the experimental values (relative error) were
observed to be around 5% in the case of 300°C air preheat and around 7% in

1Typically the flames in the stationary gas turbines are characterized by high Ret > 103, D at > 1 and 10 <
K a < 100. Therefore these flames belong to the “thin reaction zones” in the Borghi diagram [5]
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Figure 5.2: Comparison of flame lengths at various operating points with air
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Figure 5.3: Comparison of flame lengths at various operating points with air
preheating of 300°C in PPM operation

the case of 200°C air preheat. The relative error approximation (e) is defined
as
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e =
√∑

(Lmod −Lexp)2∑
Lexp

. (5.7)

The sensitivity of the model on Ret and K a has also been verified by neglect-
ing these terms in Eqn. 5.6 (results not shown using this model, i.e., Eqn. 5.1).
A similar validation procedure has been implemented. The results indicated a
fairly good agreement between measured and predicted flame lengths with a
relative error approximation below 8% in the case of 300°C air preheat. But, in
the case with lower preheating (200°C), the trend observed in the experiments
has not been reproduced well with the model, leading to a relative error ap-
proximation up to 14%. This can be due to the fact that with lower preheating
the flame structure and correspondingly the flame lengths have changed sig-
nificantly. These changes may not be captured well by the simplified model
(Eqn. 5.1) without the parameters Ret and K a. Hence, from the above ana-
lysis it is understood that the modelling should take the influence of the pa-
rameters Ret and K a into account for a better prediction of the flame lengths
covering more operating points.

5.3 Scaling of flame parameters

Following the work by Hirsch et al. 2005 [33] and Russ et al. 2007 [80] the mean
convective time delay is directly proportional to the ratio of the distance at
which the highest reaction occurs and the effective burner exit velocity. Once
we have the suitable flame length model (Eqn. 5.6) and combining with the
Eqn. 4.13 the mean time delay τ, can be obtained as

τ=Cτ

[
L∗

f

U0,c

[
1+C

2

(
Th

Tc
−1

)]−1
]

. (5.8)

Here, the influence of volume expansion due to combustion as a function of
temperature ratio across the flame is included according to the Eqn. 4.13. The
proportionality factor Cτ = 1.5 and coefficient C = 0.08 are fixed (calibrated)
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by comparing the predicted time delay with that of a measured time delay at
a chosen reference operating point (50kW/1.7/300). The temperature in the
combustion chamber Th is calculated after taking into account appropriate
heat losses due to cooling. Tc is the mixture preheat temperature. Once the
model coefficients are fixed, the time delays can be calculated (scaled) at sev-
eral operating points as a function of thermal power, λ and preheat tempera-
tures.

Next task is to derive an expression for σ as a function of τ and flame geometry.
Recalling the heat release distribution as discussed in section 2.5.4, the heat
release is assumed to take a Gaussian form (probability density function) with
mean convective time delay (τ) and standard deviation (σ). Applying the Eqn.
2.82 to represent the heat release distribution, the values of the heat release
rate as a function of time for a given τ and σ values can be obtained. Thus,
the value of heat release rate (Q̇i ) at inner radius ri , where the flame anchors,
can be obtained by substituting the time t = 0. Similarly, the maximum heat
release rate (Q̇max) is acquired by substituting t = τ in Eqn. 2.82. Taking the
ratio of both the terms yields

Q̇i

Q̇max
= e− 1

2
(−τ)2

σ2 . (5.9)

It was proven in the previous section that the simple geometric flame length
model with conical flame shape was successful in predicting the flame lengths
at several operating points. With the same analogy, (see Fig. 5.1) the heat re-
lease can be assumed to increase linearly from Q̇i at inner radius ri to Q̇max

at radius rOH. This assumption can be justified as the turbulent flame speed
remains constant, the heat release rate increases with the increase in surface
area of the flame (Q ∝ st ·A f ). With this assumption and using simple trigono-
metric relations we get the ratio of heat release between two positions as

Q̇i

Q̇max
≈ ri

rOH
≈ ri

r f

L f

XOH
= ri

(ri +L f · tanα)

L f

XOH
. (5.10)

Combining Eqns. 5.9 and 5.10 and rearranging we get an estimate for σ as
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σ=Cσ

√√√√√√
−τ2

2ln

(
1

(1+L f
ri

·tanα)

L f

XOH

) (5.11)

with Cσ = 0.4 which is an additional factor used to fine tune the model for
obtaining a best fit on to the measured σ values. This constant factor may be
attributed to the fact that flame shape is approximated with a conical shell
(Fig. 5.1) instead of a Gaussian shape (Fig. 2.2).

Finally, a relation to calculate the values of interaction index n as a function of
τ,σ has to be obtained. It is known from the FTF theory (Eqn. 2.87), in a PPM
operation, the amplitude of the FTF should reach unity in the zero frequency
limit. This is possible only if the value of n = (Th/Tc −1) is fixed. But looking
at the n −τ−σ model the n is chosen to be a free parameter since, the model
was not able to reproduce the experimental values. As observed from the table
4.1 the values of n∗ > 1 indicate that the values of n were always in excess of
its theoretical value. Therefore it is understood that this excess value in n is
simply due to the chosen n −τ−σ model. Here the problem arises due to the
fact that the flame is approximated with a Gaussian distribution (see Fig. 2.2).
As the total area under the Gaussian curve should be equal to one, the clipped
area (shown with broken lines) has to be accounted with some multiplication
factor. This multiplication factor is assumed to be included in the value of n
and hence the value of n∗ becomes larger than one. The multiplication factor
can be obtained by integrating the approximated Gaussian function. The error
function then gives quantitatively the missing value due to the clipped Gaus-
sian. Let the heat release distribution be represented by Eqn. 2.82. Integrating
this equation between the time limits t = 0 where the flame begins to t = τmax

until the end of the flame (flame length) we get

∫t=τmax

t=0
Φτ,σ2(t )d t = 1�

2πσ

∫t=τmax

t=0
e− 1

2
(t−τ)2

σ2 d t (5.12)

= 1

2

(
Erf

[
τmax−τ�

2σ

]
+Erf

[
τ�
2σ

])
. (5.13)
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5.3 Scaling of flame parameters

From Figs. 5.1 and 2.2 the maximum convective time delay can be approxi-
mated as τmax = τL f /XOH . Substituting this relation into Eqn. 5.13 yields the
desired relation (nc(τ,σ)) for compensating the error in approximating the
flame distribution with Gaussian function as

nc(τ,σ) = 1∫t=τmax
t=0 Φτ,σ2(t )

(5.14)

= Cn
1

1
2

(
Erf
[
τ
σ

(L f /XOH−1)�
2

]
+Erf

[
τ�
2σ

]) . (5.15)

Once again an additional constant factor Cn = 1.36 has been used in Eqn. 5.15
to fine tune the model so that a best fit to the measured data is obtained. The
actual value of interaction index n can then be obtained by multiplying the
nc(τ,σ) with the temperature ratio across the flame as

n =nc ·
(

Th

Tc
−1

)
. (5.16)

From the above analysis the values of n, τ and σ can be calculated for geo-
metrically similar flames as a function of flame length, which in turn depends
on the thermal power, preheat temperature and λ. A comparison is made be-
tween the measured and scaled flame parameters obtained for PPM operation
as shown in table 5.1. The overall relative error as defined in Eqn. 5.7 is shown
in the last row.

A very good agreement between the measured and scaled flame parameters
for almost all the operating points has been obtained. Except in the low pre-
heating case (in particular 50kW/1.7/200CPH) considerable deviation (upto
30%) is observed in the value of n. The reason for this is, as explained before,
at low preheat and high λ value the flame has a different structure compared
to the other flames. It can be concluded from this chapter that the overall per-
formance of the scaling rules derived is very satisfactory.
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Table 5.1: Comparison of the measured and scaled flame parameters at several
operating points for PPM operation. The ∗ symbols represents the ra-
tio of the scaled and the measured values

Operating point PPM operation
[kW/λ/Tc ] n∗ τ∗ σ∗ L∗

f

40kW/1.7/300°C 0.85 0.98 0.95 0.94
50kW/1.7/300°C 1.00 0.99 1.12 1.00
60kW/1.7/300°C 0.90 1.04 0.95 1.04
50kW/1.5/300°C 0.93 1.09 1.02 0.90
50kW/1.5/200°C 0.96 1.09 1.00 1.02
50kW/1.7/200°C 1.30 0.83 0.82 1.13
Error Approx. [%] 5.33 5.19 4.87 3.18
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6 Summary and Conclusions

This thesis presented the experimental and analytical results of an investi-
gation concerned with lean premixed combustion instabilities in gas turbine
combustors. The thesis is focused mainly on two aspects.

Development of alternative methods to determine the flame characteris-
tics:

Here alternative ways to determine the thermoacoustical characteristics
of lean premixed flames in gas turbine systems, given by their flame transfer
matrix (FTM) were investigated. An experimental investigation was per-
formed on an atmospheric single burner test rig with two different burners:
ALSTOM’s EV5 burner and the generic TD1 swirl burner designed at Lehrstuhl
für Thermodynamik. Two gas injection strategies were implemented to in-
vestigate the dynamics of thermoacoustic mechanisms. In the Perfectly
Premixed Mode (PPM) operation, the mixture is generated far upstream
of the burner and temporal as well as spatial mixture inhomogeneities are
prevented by static mixers, where as in the Injector Premixed Mode (IPM)
operation the mixture is generated by fuel injectors in the burner. This results
in temporal as well as spatial mixture inhomogeneities which are convected
by acoustic velocity fluctuations.

It is shown how the acoustic pressure field measured from the two forcing
states using a multi microphone method (MMM) leads to the determination
of the direct experimental burner and flame transfer matrices (BTM, FTM).
Significant improvements were observed in the measurement technique com-
pared to the previous works by choosing an appropriate reference plane and
implementing a low reflecting boundary condition (almost anechoic end) us-
ing a perforated plate. This delivered benchmark data at several operating
points for validating the theoretical and other alternative methods to de-
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termine the dynamic flame characteristics of the premixed flames. But, the
MMM requires two independent acoustic test states and a large number of
sensors to fully characterize the acoustic field in a more complex system for
e.g. in an annular test rig with 3–D acoustic field. Therefore, this method is
restricted in principle to a single burner test rig with 1–D acoustic field.

A relatively simpler method investigated is the hybrid method, which is based
on Rankine–Hugoniot relations and the experimental flame transfer function
(FTF) from OH*–chemiluminescence measurements for heat release fluctua-
tions. The velocity fluctuations were calculated from the measured pressure
field upstream of the burner and 1–D network theory. Although this method is
simpler from the experimental point of view, it has the limitation that it can-
not be applied to flames with high equivalence ratio fluctuations generated
in IPM operation. Also, its application may often may not be possible in high
pressure test rigs with limited optical accessibility.

An analytical flame model (n − τ−σ) based on the sensitive time lag ap-
proach has been implemented to determine the flame parameters. In this
flame model the heat release fluctuations are assumed to be due to the mass
flow fluctuations at the burner exit and fuel equivalence ratio fluctuations at
the injector location. A Gaussian distribution of time lags is assumed to rep-
resent the distributed flame zone with finite axial extent. The results from the
model were compared with the direct and hybrid methods. These comparison
proved the equivalence of alternative methods to obtain the dynamic flame
characteristics making it a global check between the measurements and mod-
elling.

A low order network model to simulate the measurements from the single bur-
ner test rig has been developed. The burner and flame are treated as compact
elements with free parameters which are obtained from the fit to the measure-
ments. The influence of thermo viscous damping on the wave propagation
in the ducts has been simulated by implementing damped ducts in the net-
work model. The network model has been validated for both with and without
combustion and with and with out the presence of damping. A good corre-
spondence has been achieved between the measured and simulated pressure
spectra’s corresponding to the chosen microphone locations.
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Finally a novel model based regression method which greatly reduces the ex-
perimental effort and therefore enables to provide the flame characteristics
for many more operation points than previously possible was developed and
validated. Here the FTM is determined using the network model based on
Rankine-Hugoniot relations and an FTF model representing the flame by re-
gression analysis of the acoustical measurements. The user can choose the
range of model parameters to be optimized and perform the regression ana-
lysis such that the error is minimum. The dynamic flame characteristics are
determined using only one test state in contrast with the direct method where
two acoustically independent test states are required. This method is particu-
larly advantageous for systems with 2–D acoustic fields e.g. annular combus-
tion chambers.

Development of scaling laws:

After having measured benchmark data at several operating points, scal-
ing rules that can be used to predict the dynamic flame characteristics were
developed. A simplified geometric flame length model has been developed to
calculate the flame length as a function of preheat temperature, burner exit
velocity depending on thermal power and air excess ratio λ. The PIV mea-
surements provided the basic flow field structure which is used to determine
the flame geometry e.g. flow angle. The predicted flame lengths compared
with the measurements showed a good consistency proving the capability of
the model to calculate the flame lengths at several operating conditions.

The convective mean time delay (τ) and its axial distribution (σ) has been ob-
tained as directly proportional to the predicted flame lengths. A new corre-
lation for calculating the interaction index (n), which couples the flame and
acoustics as a function of τ,σ and the temperature ratio across the flames,
has been proposed. Finally the comparison between the measured and scaled
dynamic flame characteristics in terms of n,τ and σ indicates a very good
consistency validating the whole procedure of scaling the flame parameters
in the present investigation. With these scaling rules in hand and using a low
order network model, a detailed thermoacoustic stability analysis of gas tur-
bine combustion systems can be performed at various operating conditions.
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A Appendix

A.1 Acoustic FEM model

An acoustic FEM model1 has been developed to better understand the com-
plex acoustic field inside the EV5 burner, across the area jump and the phys-
ical boundaries of the test rig. In particular, the FEM model has proved to be
very effective in illustrating the large acoustic velocity gradients present at the
inlet of the burner slots. These explain the observed problems with CTA mea-
surements (see chapter 4). A Schematic of the FEM model representing the
single burner test rig is shown in Fig. A.1.

The FEM model mainly consists of three sub–domains representing plenum
unit, burner unit and combustion chamber unit. The characteristics of each
sub–domain is listed in table A.1. All the sub–domains are discretized into
tetrahedral elements whose size is dependent on the geometric complexity.
The minimum mesh quality factor2 (QF ) around 0.3 was obtained by refin-
ing the mesh. The acoustic simulation was carried out without mean flow
and without combustion, i.e., isentropic relations are valid. The problem is
solved in the frequency domain using the time-harmonic acoustics applica-
tion mode. The model equation is a slightly modified Helmholtz’s equation
for the acoustic pressure, p.

∇·
(
−∇p

ρ

)
− ω2p

c2ρ
= 0 (A.1)

1using 3D acoustics mode of the COMSOL Multiphysics commercial software, Version 3.2
2The mesh element quality factor is related to the aspect ratio, which means that anisotropic elements can get

a low quality measure even though the element shape is reasonable. Its value lies in between 0 and 1. For tetrahe-

dral elements, COMSOL Multiphysics computes the mesh quality with the formula: QF = 72
�

3V
(h2

1+h2
2+h2

3+h2
4+h2

5+h2
6)3/2

where V is the volume, and h1,h2,h3,h4,h5,h6 are the edge lengths of the tetrahedron. If QF > 0.1 the mesh
quality should not effect the quality of the solution [8]
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A.1 Acoustic FEM model
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Figure A.1: Acoustic FEM model representing the single burner test rig with its
main components.

Table A.1: Characteristics of the sub–domains in the FEM model

Sub-domain Dependent variable Application mode properties Space dimension

Plenum p pl
Lagrange-quadratic, time
harmonic analysis, weak
constrains: off

3–D

EV5 burner p EV5 –same– –same–
Combustion
chamber

p cc –same– –same–

A constant pressure source of excitation and an impedance boundary condi-
tion at upstream and downstream ends, respectively has been implemented.
A hard wall boundary condition has been used to represent the walls of the
test rig. A simulation was carried out with upstream excitation and acoustic
pressure and velocities were obtained at prescribed microphone locations as
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in the measurement set up. Also, the pressure and velocity field at the inlet
to the burner slots was obtained as shown previously in section 4.4. The re-
sults revealed the existence of large pressure and velocity gradients inside the
slots leading to a 3–D acoustic field there, while a 1–D planar acoustic field is
observed at the rest of the locations.

In principle it would be interesting to find a position where the axial acous-
tic velocity component (ux) is larger than the other two components (uy ,uz)
within the slots with 3–D acoustic field. Towards this, data is obtained at sev-
eral points in the vicinity of the CTA probe location (see Fig. A.1, middle of
the slot is at (x,y,z)=[-0.027,0.000,0.017]) for a frequency of 350 Hz as shown
in table A.2. The result shows that only at (-0.027, -0.002, 0.017) will give a
slightly higher axial velocity component compared to the other two compo-
nents. Nonetheless, the data also shows that all three components are of the
same order and that their value changes substantially in the CTA region.

Table A.2: Axial acoustic velocity component normalized with its local velocity
obtained at various locations in the EV5 burner slot. (0,0,0) corre-
sponds to the burner center axis at the burner exit plane

Location (x,y,z) [m] ux /u uy /u uz /u
(-0.027, -0.002, 0.015) 0.53 0.76 0.36
(-0.027, -0.002, 0.017) 0.62 0.60 0.51
(-0.027, -0.002, 0.019) 0.64 0.37 0.66

In addition, a simulation of the MMM was carried out to obtain the BTM
numerically. A comparison (not shown) has been made with the measured
BTM. Since the FEM model is isentropic the results illustrates the influence
of damping on the BTM coefficients. In future this model, in particular with
the geometry retained, can be developed further to include the flame as an
additional source term and implementing suitable damping and heat losses.
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A.2 Flame length model

A.2 Flame length model

Here, a detailed derivation of the flame length model presented in chapter 5 is
presented. The flame surface is approximated by a conical shell anchoring at
inner radius ri (at x = 0) of the annular burner exit and extends until the end
of the reaction zone with radius r f (at x = L f ) as previously presented in the
Fig. 5.1. Now, consider only a small element of this flame surface with radius
r (x) as a function of axial distance (x) as shown in Fig. A.2.

r(x)

α
dr

Flame front

dx
x

Figure A.2: Schematic of the flame length model

From the flame geometry, the surface area of the flame can be obtained as

A f =
∫L f

0
2πr (x)

d x

cosα
(A.2)

=
∫r f

ri

2πr
d r

sinα
(A.3)

= π

sinα

(
r 2

f − r 2
i

)
. (A.4)

Now, from the continuity equation we have the relation for the flow field be-
tween the burner exit plane (A0,U0) and flame zone (A f , st ) as

A0U0 = A f st . (A.5)

Substituting the Eqn. A.4 into Eqn. A.5 and then using the relation r f = ri +
L f tanα we get a relation for flame length as follows:
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st A f = st
π

sinα

(
r 2

f − r 2
i

)
(A.6)

⇒ r f =
√

A0U0

st

sinα

π
+ r 2

i (A.7)

L f = r f

tanα
− ri

tanα
(A.8)

=
√

A0U0

st

cosα

π tanα
+ r 2

i

tanα2
− ri

tanα
. (A.9)

A.3 Data post processing

In this section various software routines/tools used to post process different
data sets from the measurements will be presented. A similar approach as pre-
viously made at Lehrstuhl für Thermodynamik by Fischer, 2004 and Eckstein,
2004 [18,22] has been implemented. In particular, the measurement of burner
and flame transfer matrices using the MMM is the key for the present investi-
gation. The measurement procedure is outlined in section 3.2.1. Here the post
processing of the acquired data files will be discussed.

Setup file (.stp): This file gives the information on the location of the micro-
phones embedded in a code for each microphone and for each measurement.
This information is used later in the protocol file as input to the Mathemat-
ica routines to assign corresponding pressure vectors. The position for each
microphone location can be decoded from the notation given in table A.3.

The position of each microphone is measured and assigned to its code cor-
respondingly. Optionally, any microphone channel can be disregarded from
further post processing by setting the flag variable to a value of one as shown
in table A.3. It is useful to disregard microphones in the low frequency domain
whose measurement values show an unexpected behavior.

Protocol file (.prc): This file contains all necessary operating and data acqui-
sition parameters:
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Table A.3: Measurement setup file containing the microphone position code

Code Position

20xx
Microphone in primary square
combustion chamber

40xx For CTA (only one fixed position)

50xx
Microphone in secondary square
combustion chamber

60xx Microphone in Plenum
x1xx Set channel dummy flag

• Mass flow rate of air and fuel (g/s)

• Temperature readings from thermocouples

• Static pressure drop across the burner

• Microphone amplification factor and their respective locations

• Sampling frequency and number of frequencies investigated

• Number of measurement loops per frequency

FFT file (.fft): It contains the Fast Fourier Transformed (FFT) amplitudes (Ai )
and phasesφi of measured pressure and other dynamic signals obtained from
CTA and UV–photomultiplier. The structure of the F F T file is given in table
A.4.

Table A.4: FFT file containing the amplitudes and phases obtained from several
dynamic signals per measurement loop

Meas. number fideal factual A1. . . A10 Meas. number fideal factual φ1. . .φ10

The data is always acquired in this standard form with up to ten channels in-
cluding the CTA, UV photomultiplier and the reference signal from the siren.
The microphone signals acquired in volts are converted to their respective
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pressure signal (in Pa) using their sensitivity and amplification factor (mV/Pa)
before performing online Fourier transformation. The FFT file data is origi-
nally stored in binary (big endian 32 bit-float) format requiring less memory
space. This file is later converted to an IEE standard binary format to be able
to read in Mathematica. The phase values of the reference signal stored in the
last column are subtracted from phase values of all other signals before being
averaged over several measurement loops per frequency.

Calibration file (.txt): This file contains the calibration coefficients with re-
spect to a selected reference microphone. The calibration coefficients are ap-
plied to their respective microphone signal and also the reference phase is
subtracted from all other signals to minimize the relative errors between the
microphones.

All these files are made available in a single folder containing the Mathemat-
ica routines to calculate the Riemann invariants f and g up– and downstream
separately from the fit procedure (see section 3.2.1). The output of this step
is the file (.xls) containing the Riemann invariants for each frequency and for
the two cases, with upstream excitation (case “a”) and downstream excitation
(case “b”). This file is used to perform the matrix multiplication to obtain fi-
nally the transfer matrices of burner and flame.
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