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Kurzfassung

Die Wasserentsalzung durch Umkehrosmose ist energieintensiv und die Ver-

ringerung des Energiebedarfs ist eines der Hauptthemen aktueller Forschung.

Ein Nachteil von Membranverfahren ist die Bildung einer Konzentrations-

grenzschicht an der Membran, die zu einem Anstieg des zu überwinden-

den osmotischen Drucks führt. Der Einsatz pulsierender Strömungen kann

diese Konzentrationsgrenzschicht stören. Ziel dieser Arbeit ist es, den Einfluss

pulsierender Strömungen auf den Stoffübergang und den Energiebedarf von

Umkehrosmoseanlagen zu untersuchen. Um den Energiebedarf pulsierender

Strömungen im Vergleich zu konventionell betriebenen Umkehrosmosesys-

temen zu bewerten, müssen drei Faktoren untersucht werden: Dämpfung,

Druckverlust und Stoffübergang.

Die ersten beiden Parameter wurden experimentell bestimmt. Mit Hilfe

von Strömungssimulationen (Computational Fluid Dynamics) wurden die

Phänomene zur Verbesserung des Stoffübergangs mit Hilfe der Proper Or-

thogonal Decomposition identifiziert. Des weiteren wurde eine Korrelation

zwischen Sherwood-Zahl und Anregungsfrequenz, Amplitude, durchschnit-

tliche Reynoldszahl und Permeatfluss entwickelt. Diese Korrelation wurde

für ein quasi-2D Simulationstool für Spiralwickelmodule verwendet, um die

Erkenntnisse auf die Systemebene zu übertragen.

Ein zentrales Ergebnis dieser Arbeit ist, dass pulsierende Strömungen in Spi-

ralwickelmodulen den Stoffübergang durch Störungen der Konzentrations-

grenzschicht deutlich verbessern. Die Verbesserung steigt mit Amplitude und

Frequenz. Allerdings steigen auch Dämpfungsraten und Druckverluste. Diese

Tendenzen haben entgegengesetzte Auswirkungen auf den spezifischen En-

ergiebedarf. Daher müssen optimale dynamische Parameter gefunden wer-

den. Bei Brackwassersystemen konnte der erhöhte Stoffübergang den zusät-

zlichen Energiebedarf nicht kompensieren. Für Meerwasserentsalzungsanla-

gen wurde eine optimale Womersley Zahl von 7 ermittelt. Dies führte zu einer

Verringerung des Energiebedarfs um bis zu -9%. Für beide Systeme wurde

eine Verringerung des Permeatsalzgehalts um bis zu -16% für Brackwasser-

und -22% für Meerwasseranlagen ermittelt. Pulsierende Strömungen sind da-
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her eine potentielle Möglichkeit, Umkehrosmosesysteme zu verbessern.
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Abstract

Water desalination by Reverse Osmosis is energy intensive and the reduction

of its energy demand is one of the main topics in current research. A disad-

vantage of membrane processes is the formation of a concentration boundary

layer at the membrane, resulting in an increased osmotic pressure that needs

to be overcome. Applying pulsating flows is a possible approach to disturb this

boundary layer. The purpose of this work is to investigate the impact of pul-

sating flows on the mass transfer in spacer-filled channels and thus on the

energy demand of Reverse Osmosis systems. To evaluate the energy demand

of applying pulsating flows compared to conventionally operated Reverse Os-

mosis systems, three main issues have to be investigated: damping, pressure

loss and mass transfer across the membrane.

The first two parameters were experimentally determined. Computational

Fluid Dynamics simulations were used to identify the predominant phenom-

ena for mass transfer enhancement by using Proper Orthogonal Decomposi-

tion. A correlation between the Sherwood number and excitation frequency,

amplitude ratio, average Reynolds number, and permeate flux was developed.

This correlation was used for a developed quasi-2D simulation tool for spiral-

wound modules to transfer the findings to an entire Reverse Osmosis system.

A key finding of this work is that pulsating flows in spiral-wound modules can

significantly improve the mass transfer due to strong perturbations of the con-

centration boundary layer. The enhancement increases with the amplitude

and excitation frequency applied. However, damping rates and pressure losses

also increase. These tendencies have opposite impacts on the specific energy

demand. Therefore, optimum dynamic parameters needed to be found. For

brackish water systems, the increased mass transfer could not compensate

the additional energy demand. For seawater desalination systems, an opti-

mum Womersley number of 7 was determined. This resulted in a maximum

reduction in energy demand of -9%. For both systems, a maximum permeate

salinity decrease of -16% for brackish water and of -22% for seawater systems

was determined. Therefore, pulsating flows can be considered as a potential

way to improve the performance of Reverse Osmosis systems.
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1 Introduction

Water desalination is an energy-intensive technology and the reduction of its

energy demand is one of the key issues in the development and design of all

desalination processes [1]. Therefore, great effort has been and is still being

made to improve the energy efficiency [2]. The market dominating and most

energy-efficient seawater desalination technology is Reverse Osmosis (RO).

The large amount of energy is required to overcome the osmotic pressure by

the hydraulic pressure to drive the diffusion process of the permeate across

the membrane. The formation of a concentration boundary layer at the mem-

brane leads to an increased osmotic pressure and thus to a higher specific en-

ergy consumption (SEC). The present work addresses this problem by disturb-

ing the concentration boundary layer through applying pulsating feed flows.

1.1 Background and Motivation

Modern seawater RO (SWRO) plants operate with a SEC of about

3.5 kWh per m3 permeate [3, 4]. Researchers work on reducing the energy

demand by improving the permeability of RO membranes [4]. But accord-

ing to Werber et al. [5], recent membranes are already close to an optimum.

An increase in permeability is always accompanied with a higher salt pas-

sage, which deteriorates the product water quality. The salt passage increases

among others due to a higher accumulation of salt due to the increased per-

meate fluxes. This results in a large concentration gradient across the mem-

brane. Therefore, the optimization of membranes must go in hand with an

optimization of the mass transfer at the membrane [6, 7].

According to preliminary studies [8], the use of pulsating flows can improve

the mass transfer in RO modules. In order to evaluate the energy requirements
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of dynamically operated RO systems in comparison to conventional opera-

tion modes, general aspects of the energy requirement for RO systems are ex-

plained in the following.

1.1.1 Energy Requirement of Reverse Osmosis Systems

A common RO system consists of a high pressure pump (HPP), membrane

modules and optionally an energy recovery device (ERD), cf. Figure 1.1. The

ERD can be a turbine or pressure exchanger, whereas the latter is known to be

the most efficient option for desalination systems. The RO units are typically

multi-stage systems optionally including booster pumps to keep the recov-

ery rate for each stage constant. The SEC including the energy demand of the

booster pumps minus the recovered energy can be calculated as

SEC =
pF

RR ηpump
︸ ︷︷ ︸

HPP

+
n∑

i = 2

V̇F,i

V̇P

(pF,i −pF,i−1)

︸ ︷︷ ︸

Booster pumps

−
1−RR

RR
pR ηERD

︸ ︷︷ ︸

ERD

, (1.1)

with the recovery rate RR, which relates the permeate with the feed volume

flow rate

RR =
V̇P

V̇F

. (1.2)

In the following, the ERD is considered as black box with a constant efficiency

of ηERD = 95 %, which is a common value for such devices [9]. Figure 1.2 shows

pF = pF,1

pR
ERD

V̇F

V̇R

V̇PHPP

Stage 1

pF,2

pF,n

V̇F,2

p∞
p∞

p∞

V̇F,n

V̇P,1

V̇P,2

V̇P,n
Stage 2

Stage n

Figure 1.1: Simplified RO plant for desalination.
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(a) SWRO: ξF = 0.035. (b) BWRO: ξF = 0.005.

Figure 1.2: SEC of an ideal single-stage RO system with and with-

out ERD; ηERD = 95 %; ηpump = 95 %; TF = 298.15 K;

Amem = 7 ·10−12 m Pa−1 s−1 and Bmem = 3.8 ·10−8 m s−1.

the results gained for an ideal single-stage system. A brackish water (BW) RO

(BWRO) system and SWRO system are compared, whereas concentration po-

larization effects are neglected. The system works at the thermodynamic limit,

which means a zero net driving pressure NDP at the end of the module [10, 11]

NDP = (pF −pP)− (πF −πP) = TMP− (πF −πF) = 0, (1.3)

with the trans-membrane pressure TMP defined as the hydraulic pressure dif-

ference between feed and permeate side and the osmotic pressure π, which is

explained in Section 2.1 in detail. The SEC shows a minimum due to the com-

peting effects of an increasing permeate output and a rising osmotic pressure

for increasing feed concentrations at higher recovery rates. The minimum en-

ergy is needed at RR ≃ 50 % without an ERD. With an ERD, the minimum lies

at RR ≃ 30 %. This minimum results from the higher energy recovery for lower

recovery rates. On the basis of Figure 1.2, it can be explained why BWRO sys-

tems are operated without an ERD. The reduction of energy demand using an

ERD is only 0.2 kWh m−3. Due to this low improvement and to save investment

and maintenance costs of the ERD, BWRO systems usually operate without an

ERD.
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1.1.2 Ultra-Permeable Membranes and the Need of Mass Transfer Im-

provement

Considering the influence of the improved membrane permeability on the

mass transport across the membrane, the study of McGovern et al. [6] for a

single-stage RO system is used. Based on the solution-diffusion model and a

stagnant film model, both of which are described in Section 2.3, the water flux

jw at a given recovery rate for an ideal membrane, i.e. no salt passage, can be

expressed by [6]

jw = Amem

(

pF −
πF

1−RR
e

jwRR
β

)

, (1.4)

with Amem as membrane permeability, πF as osmotic pressure of the feed and

β as mass transfer coefficient. The results are obtained with a basic mass

transfer coefficient of βref = 5 · 10−5 m s−1, which represents a mass transfer

efficiency for state-of-the-art RO modules and a recovery rate of RR = 50 %.

Figure 1.3 shows the SEC over an increasing membrane permeability Amem

for different mass transfer enhancements, which are represented by the ra-

tio β

βref
. It can be seen that the SEC asymptotically decreases by increasing the

membrane permeability towards a minimum depending on the mass transfer

coefficient. In this asymptotic region, mass transfer towards the membrane

becomes more and more process limiting. Considering state-of-the-art mem-

branes with a permeability of up to Amem = 1 ·10−6 m s−1 bar−1 [5], the SEC is

already close to the asymptotic minimum. The only way to decrease the SEC is

to optimize the mass transfer at the membrane, i.e. increasing β by pulsating

flows.

Hence, as mentioned above, the improvement of the RO process should in-

clude not only improvements of the membrane, but also optimization of

mass transfer towards the membrane. Passive techniques like eddy promoters,

so called feed spacers, are already installed in state-of-the-art spiral-wound

modules to reach mass transfer coefficients of around βref = 5 · 10−5 m s−1.

But to further increase the mass transfer, an additional active technique has

to be used. The combination of both is classified as a compound enhance-

ment technique [12]. In literature, there are contradictory statements on the

potential of pulsating flows as active technique for enhancing heat and mass
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1.1 Background and Motivation

Figure 1.3: SEC plotted over increasing membrane permeabilities Amem

for different relative mass transfer coefficients β

βref
with

βref = 5 ·10−5 m s−1; adapted from [5].

transfer. According to Benavides [13], the contradicting conclusions can be

summarized as follows: Pulsations enhance [14, 15, 16], deteriorate [17], do

not affect [18] or can enhance heat and mass transfer depending on the flow

conditions [19].

In addition to potentially improving mass transfer, pulsating feed flows can

decrease the fouling potential in RO systems [20]. Generally, it is well known

that oscillatory flows influence the dispersion of particles or contaminants

[21, 22]. The appearance of periodic peaks of wall shear stress in a time-

periodic internal flow can lead to the removal and prevention of deposits [23].

Zamani et al. [24] studied different strategies to increase the wall shear stress

at the membrane and to enhance membrane processes regarding fouling. Ad-

ditionally, they reviewed different active techniques regarding additional en-

ergy requirements. For pulsating flows, they did not find data for a wide range

of scenarios.

Considering the influence of pulsating flows on membrane systems, different

researchers studied pulsating flows in tubular or empty membrane channels.

Kennedy [25] validated a model for hollow fiber modules developed by Ilias

and Govind [26] and indicated that pulsations at 1 Hz increase the perme-

ate production by 68 %. Baikov et al. [27] theoretically and experimentally in-
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vestigated pulsating flows in flat membrane channels and found an optimum

frequency of 3 Hz. Ali et al. [28] found a permeate flux increase of 42 % and

a salt passage reduction of 20 % in a tubular RO membrane under pulsating

flows at 1 Hz. Thomas et al. [29] numerically studied pulsatile flows in tubular

RO membranes and did not observe a performance enhancement, but even

a deterioration. Jaffrin et al. [30] observed a permeate flux increase of 45 %

and Bertram [31] obtained an increase of 60 % with only a minor increase in

energy demand. Gupta et al. [32] performed an experimental study on Ultra-

and Microfiltration using a pulsating piston cylinder apparatus and gained a

permeate flux increase of 45 %.

Pulsating flows in spacer-filled channels were also investigated. Abbas et al.

[35] noted in their studies that at 1 Hz the permeate flux could be increased

by 60 to 80 %. Liang et al. [33] and Garcia-Picazo et al. [34] numerically and

experimentally investigated two different methods of enhancing mass trans-

fer: oscillating membrane walls and oscillating flows in zig-zag spacer chan-

nels. They used an experimental test rig and 2D Computational Fluid Dynam-

ics (CFD). A linear stabilization analysis was performed to identify a critical

frequency, where large enhancements can be expected. The largest enhance-

ment of 20 % was identified at 15 Hz by induced vortex shedding. Already

small relative velocity amplitudes of 0.01 lead to vortex shedding and an in-

creased mixing. These studies were performed within the entrance length of

the module and cannot be transferred to the complete RO module. Rodrigues

et al. [36] experimentally studied frequencies of 10 Hz and 50 Hz at different

Reynolds numbers in spacer-filled channels and observed a mass transfer en-

hancement of up to 50 % at a pressure loss increase of only 10 %. Besides mem-

brane systems, pulsations and oscillations were investigated in baffled tubes

used in many chemical processes. Ni et al. [37] reviewed various studies and

summarized that pulsations can lead to a heat and mass transfer enhance-

ment by 20 to 30 times.

A lack of knowledge could be identified in the numerical and experimental in-

vestigation of the influence of pulsating flows in different spacer-filled chan-

nels on the mass transport enhancement phenomena within a wide range of

different amplitudes and frequencies. Another important aspect that has not
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yet been addressed in literature are the advantages of this improvement in

mass transfer for the overall RO system and its impact on energy demand. This

work closes this gap by analyzing pulsating flows for a wide range of different

dynamic conditions using different experiments and simulations, which will

be presented in the following.

1.2 Thesis Outline

The main goals of this work are to analyze the phenomena enhancing the

mass transfer across the membrane and to evaluate the energetic advantages

of RO systems operated with pulsating flows. The strategy for achieving these

objectives is depicted in Figure 1.4.

Steady-state experiments

(module test rig)

Theoretical considerations

Calibration Verification

Additional

module

pressure loss

Additional energy demand

Mass transfer

Model premises

Mass transfer enhancement

Literature

Dynamic experiments (module and

bench-scale test cell)

Time-averaged performance of RO systems with steady-state and pulsating flows

Dynamic bench-scale experiments (PIV and FO)

Damping rate

Mass transfer enhancement in spacer-filled channels with pulsating flows

Analysis Analysis

Prediction

Verification

Dynamic CFD simulations

Quasi-2D simulation model of spiral-wound

modules (steady-state)

Figure 1.4: Objectives and methodological approach of this work.

A CFD model was developed to analyze the influence of dynamic flows on

the mass transfer in spacer-filled channels. The model assumptions were ver-

ified against theoretical considerations as well as Particle Image Velocimetry

(PIV) measurements and experiments with a laboratory scale Forward Osmo-
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sis (FO) test rig. For the dynamic experiments, a pulsation generator (PGD)

was used to provide pulsating flows in a wide range of amplitude ratios and

frequencies. To evaluate the time-averaged performance of RO systems with

pulsating flows, a steady-state quasi-2D simulation model of spiral-wound

modules was developed. The results from experiments and CFD simulations

delivered time-averaged input parameters for the quasi-2D model. The sys-

tem model was verified by experiments of the RO Module test rig. The present

work is structured as follows:

1. Chapter 2 will summarize the basic thermodynamic fundamentals of de-

salination and salt and water transport across the membrane. The phe-

nomenon of concentration polarization will be presented. The dynamic

mass transport across the membrane due to pressure changes and peri-

odic flows will be analyzed theoretically. These findings form the basis for

the simulation models and further analyses.

2. In Chapter 3, the experimental methods will be introduced. Two different

setups will be presented: a bench-scale FO test rig and an RO module test

rig. Moreover, the PIV setup will be described. This will be followed by the

determination of the amplitude ratio of pulsating flows generated with

the PGD.

3. Chapter 4 will focus on the CFD and system simulation model developed

in this work. Both models will be verified with test results from the exper-

imental test rigs.

4. In Chapter 5, the impact of pulsating flows on flow and mass transport in

spacer-filled channels will be studied using the data of the lab-scale test

rig and CFD simulations. The flow as well as mass transport dynamics

will be analyzed using the method of Proper Orthogonal Decomposition

(POD).

5. In Chapter 6, the damping of pulsating flows and the additional pressure

losses will be determined. Additionally, time-averaged Sherwood num-

bers at different amplitude ratios and frequencies will be analyzed. These

findings will be transferred to the quasi-2D model to evaluate the perfor-

mance enhancement in RO systems by applying pulsating feed flows.
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2 Fundamentals and Basic Analysis

The present chapter is devoted to the fundamentals of the desalination of

aqueous sodium chloride solutions using dense membranes, to the phe-

nomenon of concentration polarization and its interplay with periodic

changes of flow velocities or pressures. The thermodynamics of desalination

and fundamental properties of salt solutions will be introduced in Section 2.1.

The membrane structure and the basic transport mechanisms inside the dif-

ferent membrane layers for Forward Osmosis (FO) and Reverse Osmosis (RO)

processes will be described in Section 2.2 and 2.3. The fundamentals of con-

centration polarization and mass transfer in spacer-filled channels will be in-

troduced in Section 2.4 and 2.5. The chapter will close with the analysis of

the dynamic mass transport inside the active layer (AL), porous structure (PS)

and the external and internal concentration polarization (ECP and ICP) layer

in Sections 2.6.

2.1 Thermodynamics of Desalination of Salt Solutions

As stated in Chapter 1, the main drawback of desalination processes is the

large amount of energy required for the separation of pure water from an

aqueous saline solution. The process without the presence of an electric field

can be mathematically described by the change in Gibbs energy dG [38, 39]

with

dG = V dp −SdT +
∑

i

(

µidni

)

. (2.1)

At mechanical and thermal equilibrium (dp = dT = 0), the change of Gibbs

energy dG only depends on the change in composition and therefore, on the

chemical potential µi. The chemical potential of a liquid solvent can be cal-

culated with the reference to the chemical potential of the pure component
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µsv,ref(T, p) as

µsv =µsv,ref(T, p) + RT ln γsv(T, p). (2.2)

The chemical potential depends on temperature, pressure and solvent con-

centration. While it decreases for larger concentrations, it increases for higher

pressures and temperatures. For determination of the activity of aqueous salt

solutions, the osmotic coefficient φ of the solvent is introduced, which rep-

resents a more sensitive measure of the deviation to the ideal behavior [39],

φ ≡
ln γsv

ln wsv
. (2.3)

In the present work, the extended equations by Clarke and Glew [40, 41] are

used to calculate φ and the osmotic pressure, which is defined as

π=−
RT

vsv
ln γsv. (2.4)

When pure water is separated from an aqueous salt solution at constant pres-

sure and temperature with an ideal membrane that allows only water to pass,

the process of FO occurs, in which water flows from the low-concentrated so-

lution to the high-concentrated solution due to the higher chemical potential

of the low-concentrated solution. The water flows as long as a pressure differ-

ence establish, where both solutions are in chemical equilibrium. This pres-

sure difference is defined as the osmotic pressure. If the hydrostatic pressure

on the high-concentrated side overcomes the osmotic pressure difference, wa-

ter flows from the high to the low-concentrated side. This process is called RO.

2.2 Membrane Structure and Transport Mechanisms

In the work at hand, different steady-state and dynamic experiments and sim-

ulations will be compared. Therefore, it is important to know, which parame-

ters influence the mass transfer across the membrane to avoid a misinterpre-

tation of the results.

10



2.2 Membrane Structure and Transport Mechanisms

Figure 2.1 shows a typical RO membrane structure. Membranes that are pre-

dominantly used in osmotic separation processes are asymmetric. They con-

sist of two to three layers including an AL, which separates the salt from the

water, as well as a support layer (SL) and porous layer (PL), which give the

membrane its stability. The SL and PL can be seen as a PS. The AL, which is

made of cellulose acetate or polyamide, has a thickness up to around 300 nm

[42], which allows a low permeability resistance at a high salt rejection. The

surface has a microscopic roughness due to the polymerization process in the

order of magnitude of 102 nm [43]. The summarized thickness of the SL and

PL can be up to around 300 µm [42]. The membranes are hydrophilic, which

is achieved by negatively charged functional groups [44].

The simplest mechanism of separation within the AL is geometric rejection

[43]. Solutes larger than the free volume void, cf. Figure 2.1, are rejected. Wa-

ter molecules are much smaller than the salt molecules and can pass. Nev-

ertheless, there exist network holes, which can be larger than the radii of salt

molecules and would intuitively lead to a high salt breakthrough. But addi-

tional to the steric hindrance, the separation is caused by electrostatic re-

pulsion and dielectric exclusion [45]. Having contact to an aqueous solution,

polymeric membranes have a surface charge balanced by the counter-ions in

the solution due to charge neutrality leading to an electric double layer [46].

The surface charge can vary with the pH value. Co-ions are rejected while

counter-ions would be attracted and would quickly pass through the AL. Due

to the charge neutrality, the permeability of the counter-ions (cations Na+)

is as low as that of the co-ions (anions Cl−) [44]. The dielectric exclusion is

caused by interactions of ions in the solution and the AL, which have differ-

ent dielectric constants [45]. These interactions cause image forces, which are

formally caused by image charges located at an equivalent dissociated inter-

face to the real charge. This represents an additional energetic barrier for the

solvation of the ions [45].

This brief summary shows that it is important to keep the feed concentration,

membrane parameters and feed pH-values constant when comparing differ-

ent measurements or simulations.
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Active layer

Support layer

Porous layer

Free
volume

Cavities

δAL ≤ 300 nm

δSL ≤ 50 µm

δPL ≤ 250 µm

Membrane

Figure 2.1: RO membrane at microscopic scale, adapted from [47, 48].

2.3 Water and Salt Transport in Reverse and Forward Osmosis

Processes

In the work at hand, RO and FO processes are used for studying the dynamic

mass transport across the membrane. Therefore, both osmotic processes are

explained based on the solution-diffusion model [49] in the present section.

The classical solution-diffusion model is based on the following assumptions

[49, 50]:

- The AL is considered to be dense and the transport of water or salt

molecules through the AL takes place solely through diffusion.

- The AL is seen as a very thin immobile smooth sheet without pores,

which is resistant against pressure gradients.

- The permeability coefficients of the AL are constant.

- Exponential functions are linearized.

12
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- Water and salt fluxes within the AL are decoupled.

- At the AL surface, chemical equilibrium prevails between the solution in-

side and outside the AL.

As only sodium chloride is considered in the present work, the index s is used

for the salt. Figure 2.2 shows the resulting profiles of the hydrostratic pres-

sure p, the salt mass fraction ξ and the chemical potential of the solvent µsv

for the RO and FO process based on the solution-diffusion model. The pro-

files are presented within the respective high- (RO: feed, FO: draw) and low-

concentrated solutions (RO: permeate, FO: feed), as well as within the mem-

brane. The membrane is simplified with only two layers AL and PS, which

combines the SL and PL, cf. Figure 2.1.

Main aspects of the RO process (Figure 2.2a):

- Pressure: As stated in Section 2.1, the hydrostatic pressure of the feed has

to overcome the osmotic pressure difference across the AL in order to

initiate the RO process. According to the solution-diffusion model, the

pressure within the AL corresponds to the feed pressure despite the com-

pactness of the AL [49].

- Chemical potential: At the AL surface, chemical equilibrium prevails [49].

Due to the elevated pressure on the feed side, the chemical potential of

the feed exceeds that of the permeate.

- Water and salt flux: Due to the difference in the chemical potential across

the AL, water is transported from the high- to the low-concentrated solu-

tion, represented by jw. The salt is transported, represented by js, due to

the negative concentration gradient across the AL in the same direction

as the water flux.

- Salt mass fraction: The formation of the resulting concentration profiles,

which are dependent on jP and on the diffusive salt transport, repre-

sented by Γ
∂ξ

∂y,z , are called concentration polarization. This is explained

in more detail in Section 2.4. In osmotic processes, two types of con-

centration polarization are distinguished. The ECP describes the estab-
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lishing concentration gradient within the boundary layer of the high-

concentrated solution at the AL (ξF,b → ξF,AL) or of the low-concentrated

solution at the PS (ξP,PS → ξP,b). The increased salt concentration at the

surface of the AL results in an increased osmotic pressure, along with

an increased salt flux attributed to a higher salt gradient across the AL.

The ICP is defined as the establishing concentration profile within the

PS (ξPS,AL → ξPS,P). The ICP arises from the permeation of water and salt

through the PS, resulting in the accumulation of salt within the PS and

the formation of a polarized layer within the PS at the AL [51]. Directly at

the AL surface, the jump of the concentration is due to the change from

a two-phase (salt-water) to a three-phase system (salt-water-AL).

In general, the resulting profiles of p, ξ and µsv are qualitatively similar to the

RO process with the following differences.

Main aspects of the FO process (Figure 2.2b):

- Pressure: The pressure is equal in both solutions and the membrane.

- Chemical potential: The difference in the chemical potential as driving

potential across the AL is established by the difference in salt concentra-

tion of each side.

- Water and salt flux: The water flows from the low- to the high-

concentrated solution. The salt flux is contrary due to the negative con-

centration gradient across the membrane.

- Salt mass fraction: For the considered membrane orientation (AL → draw

solution), the draw solution is diluted towards the AL due to the water

transport from the feed to the draw. Compared to the RO process, the

ICP is more pronounced, which results from the contrary salt and water

flux [51]. Both the water flux towards the draw side and salt flux from the

draw to the feed side concentrates the feed solution. Moreover, the ICP

in the PS is not significantly affected by the convective conditions in the

channel of the low-concentrated solution. This also contributes to the
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Figure 2.2: Profiles of pressure p, salt mass fraction ξ and chemical potential

µsv for the RO and FO process from the solutions (subscripts F, D

and P) to the membrane (subscripts AL and PS).

formation of a large concentration gradient. In FO, the ICP has a greater

impact on the amount of water flux than the ECP at both solution sides

[51].

As described before, these profiles are based on the assumptions of the
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solution-diffusion model. The equations to calculate the water and salt flux

jw and js across the AL are given without derivation, but are extensively de-

scribed in [49]. For common seawater desalination applications, the water and

salt transport across the AL can be well described with the solution-diffusion

model with [49]

jw = Amem ρF,AL

(

(pF −pP) − (πF,AL −πPS,AL)
)

(2.5)

and

js = Bmem ρF,AL

(

ξF,AL − ξPS,AL

)

. (2.6)

Amem and Bmem are the water and salt permeability of the AL. The permeate

flux jP is the sum of the salt and water flux within the membrane and can be

calculated with

jP = js + jw. (2.7)

Amem and Bmem are functions of the pH value, salt mass fraction, temperature

and pressure. For comparative experiments regarding the mass transfer at the

membrane, these boundary conditions have to be the same.

2.4 Fundamentals of Concentration Polarization in Osmotic

Processes

As written before, the concentration polarization between bulk and mem-

brane is formed by the equilibrium of the convective and diffusive salt trans-

port at the interface of the AL or PS and the solutions, which is called ECP.

Within the PS, a concentration gradient also establish, which is called ICP. In

the work at hand, FO and RO processes are used to study the dynamic mass

transport across the membrane. In the present section, the basic equations for

the ECP and ICP are presented for the RO process at the feed side, but also ap-

plies for the FO process. The equations can be easily derived by replacing the

subscript F with D and P with F, respectively.

ECP: Governing equations

The steady-state convection-diffusion equation for the salt transport within
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the boundary layer on the feed side can be derived according to Melin et al.

[49] and Bitter [52] as

∂

∂y

(

ξF jP

)

−
∂

∂y

(

ρFΓF
∂ξF

∂y

)

= 0. (2.8)

The boundary layer is commonly described by the film model, which assumes

that the mass transport takes places in a thin layer close to the membrane

surface [53]. Assuming constant material and physical properties, Equation

(2.8) can be analytically solved and reformulated to calculate the ECP using

Equations (2.5) and (2.6) to

ξF(y) jP + js −ρFΓF
dξF(y)

dy
= 0. (2.9)

Using the boundary conditions

ξF(y)

∣
∣
∣
∣

y = δECP

= ξF,AL and
dξF(y)

dy

∣
∣
∣
∣

y = 0

= 0,

Equation (2.9) can be integrated over the boundary layer thickness δECP. The

salt mass fraction at the AL ξF,AL can then be calculated with [49]

ξF,AL = ξPS,AL

(

1−e
jP

ρFβ

)

+ ξF,b e
jP

ρFβ , (2.10)

with the mass transfer coefficient β. Analogous to the heat transfer problem,

β can be derived for a mass transfer problem without a convective flux in y

direction ( jP = 0) with [53]

β = −
ΓF

dξF(y)
dy

∣
∣
∣

y=0

(ξF,AL −ξF,b)
. (2.11)

This holds true since, according to Fick’s law, the concentration gradient at

the static surface is proportional to the salt concentration or mass fraction

difference at the membrane (ξF,AL−ξPS,AL) [53]. Using β, the Sherwood number

Sh can be calculated with [53]

Sh =
βdh

ΓF
. (2.12)
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Sh varies with changing permeate fluxes since ξF,AL and therefore β depend

on | jP|, cf. Equation (2.10). This change can also be expressed via a Stefan-

correction [53]. Therefore, Sh is not only a function of the Reynolds number

Re and Schmidt number Sc but also of | jP|:

Sh = f (Re,Sc, | jP|). (2.13)

ICP: Governing equations

To calculate the ICP, the salt transport equation within the PS with an effective

diffusion coefficient Γeff,PS,

ξPS(z) jP + js −ρPSΓeff,PS
dξPS(z)

dz
= 0, (2.14)

has to be solved [54]. The diffusion coefficient has to be modified due to the

PS, which represents an additional hindrance, and can be calculated with [54]

Γeff,PS = ΓPS
ǫPS

τ2
PS

. (2.15)

ǫPS is the porosity and τPS is the tortuosity of the PS. Neglecting the ECP at the

permeate side, Equation (2.14) can be solved analogously to before with the

boundary conditions

ξPS(z)

∣
∣
∣
∣

z = 0

= ξPS,AL and
dξPS(z)

dz

∣
∣
∣
∣

z = δPS

= 0.

After the integration of Equation (2.14) along δPS, the result for the salt mass

fraction ξPS,AL is [54]

ξPS,AL =
js

jP

(

e
− jPδPS

ρPΓeff,PS −1

)

+ ξPe
− jPδPS

ρPΓeff,PS . (2.16)

Analysis of the ECP at the high-concentrated side for RO and FO processes

Based on the presented equations, Figure 2.3 exemplary shows the ratio of the

salt mass fraction at the AL and bulk ξF,AL/ξF,b and Sh for increasing | jP| and

β in the range of β = 2.1 ... 8.1 · 10−5 m s−1, common for RO systems. In Fig-

ure 2.3a, it can be seen that ξF,AL/ξF,b increases with increasing | jP| due to the

larger accumulation of salt at the membrane. The lower β the stronger is the
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dependence on | jP|. In Figure 2.3b, it can be seen that Sh linearly increases

for increasing | jP|. The slope remains constant for different β. Nevertheless,

Sh changes more significantly with increasing β than with | jP|. These both fig-

ures show that for comparative measurements of different mass transfer effi-

ciencies, not only physical properties, but also | jP| should be kept constant,

especially when comparing ξF,AL.

(a) Ratio of the salt mass fraction at

the AL and bulk ξF,AL/ξF,b.

(b) Sherwood number Sh.

Figure 2.3: Dependence of ξF,AL/ξF,b and Sh on | jP| and β; boundary condi-

tions: ξP = 0.0001, ξF = 0.035, TF = 298.15 K.

In addition to comparative experiments on steady-state and dynamic mass

transfer, FO experiments with the presented membrane orientation (AL →
draw solution) are used to analyze the mass transfer enhancement of pulsat-

ing flows in spacer-filled channels and provide verification data for the CFD

model. Therefore, the transferability has to be proven. This is done by com-

paring the ratio of the salt mass fraction at the membrane and bulk at the

high-concentrated side of the RO and FO process, respectively, cf. Figure 2.4.

The figure shows ξF,AL/ξF,b and ξD,b/ξD,AL plotted for changing | jw| and β. The

calculations were performed with Equations (2.10) and (2.16). In Figure 2.4, it

can be seen that for all considered | jw| and β, the difference in ξF,AL/ξF,b and

ξD,b/ξD,AL is only minor. This holds true, even for the large salt flux difference

in the FO and RO process in the range of
| js,FO|
| js,RO|

= 10 ... 12.1. This means that the
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Figure 2.4: Comparison of ξF,AL/ξF,b and ξD,b/ξD,AL for different | jw| and

β; boundary conditions: ξP,F = 0.001, ξD = 0.15, ξF = 0.035,

TF = TD = 298.15 K.

concentration boundary layer at the high-concentrated side for FO and RO

processes are similar for comparable mass transfer and water flux conditions.

The only difference is that in RO processes the solution concentrates from the

high concentration side, while in FO processes it dilutes towards the AL side,

which means that ξF,AL/ξF,b and ξD,b/ξD,AL are reciprocally equal. It is therefore

assumed that the behavior of the ECP at the high-concentrated side of RO and

FO processes is similar. Mass transfer enhancement techniques should there-

fore lead to the same quantitative and qualitative result. Due to this similarity,

it is legitimate to directly transfer the results from FO experiments regarding

the mass transfer enhancement to RO processes and vice versa. This applies to

the boundary conditions considered and given membrane orientations, but is

independent on β or | jw|.
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2.5 Mass Transfer Enhancement in Spacer-Filled Channels

Feed spacers, also known as eddy promoters, are incorporated to enhance

mass transfer across the membrane within the feed channel, see Figure 2.5.

These spacers also have the task to mechanically stabilize the feed channel.

The feed spacers are characterized by specific parameters, see Figure 2.5. Fig-

ure 2.5a shows a reconstructed spacer geometry, which is used in CFD simu-

lations. The mesh angle δ2 defines the angle between two attached filaments.

The mesh clearances L1 and L2 represent the distances between two filaments.

These characteristics vary depending on the RO application. Larger spacer di-

ameters as well as longer mesh lengths lead to a lower fouling propensity but

also to a lower mass transfer effectiveness. The flow attack angle δ1 also plays a

crucial role. In common spiral-wound modules, this angle is 45◦, which is the

best compromise regarding mass transfer, pressure drop and fouling propen-

sity [55]. This value is also used for the experiments of the work at hand. Figure

2.5b shows a photograph of a real spacer geometry used in the experiments.

It can be seen that the spacer filament’s diameters are very heterogenous due

to the production process. The mesh clearances are L1 = L2 = 4 mm and the

mesh angle δ2 = 90◦. Comparing real and reconstructed spacers for simula-

tions, Horstmeyer et al. [56] found that even small geometric inaccuracies can

lead to a different local mass transfer characteristics across the membrane,

whereas the averaged characteristics stay similar.

By improving the averaged mass transfer across the membrane, spacers in-

crease the pressure drop along the module. Furthermore, flow stagnation

zones appear, characterized by a locally increased fouling propensity and salt

concentration. Due to the high pressure drop, RO systems are operated under

laminar flow conditions [55, 57, 58]. The Reynolds number decrease along the

module depending on the recovery rate. Koutsou et al. [58] observed that at

Reynolds numbers of Re > 40 the flow can show small periodic and aperiodic

dynamic structures with small amplitudes. The formation of steady vortices,

velocity oscillations and laminar vortex shedding can occur. Nevertheless, the

influence of these flow dynamics on the mass transport across the membrane

can be regarded as minimal [57]. Vortex structures and 3D effects start to be
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δ2Flow
Direction

δ1

(a) Reconstructed spacer including char-

acteristic parameters: flow attack angle

δ1, mesh angle δ2 and filament clear-

ances L1,2; adapted from [59].

(b) Image of feed

spacer from DOW

spiral-wound module;

L1 = L2 = 4mm, δ2 = 90◦;

adapted from [59].

Figure 2.5: Images of a real and reconstructed feed spacer filament for CFD

simulations.

significant at Reynolds numbers of Re > 800 [55]. According to Koutsou et al.

[58], Reynolds numbers of Re > 500 are rarely reached in small and medium

RO applications.

Schock and Miquel [60] developed practical correlations for the Sherwood

number in spiral-wound modules. They found that the mean Sherwood num-

ber Sh correlates to Sherwood number correlations in turbulent channels. The

resulting equation for RO modules is:

Sh = 0.065 Re0.875Sc0.25. (2.17)

This equation is used for the further investigations in this work. The Reynolds

number Re for the spacer filled channel is

Re =
〈uF〉dh

νF
, (2.18)

with the hydraulic diameter dh defined as [60]

dh =
4ǫ

2H−1 + (1−ǫ)Av,sp
. (2.19)
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Av,sp is the volume specific area, H the channel height and ǫ the volume frac-

tion.

Longitudinal vortices can enhance the local mixing and therefore heat or mass

transfer by several hundred percent [61]. Winglet type eddy promoters showed

the best compromise between pressure loss and heat transfer enhancement.

Due to the similarity of the scalar heat and salt mass transfer in osmotic mem-

brane systems, these findings can be transferred to the mass transfer in RO or

FO processes. The strength of vortices inside a computational domain can be

quantified by the absolute vorticity flux Ω defined by

Ω =
∫

|Λ|dA

A
. (2.20)

Here, Ω is the integral of the vorticity Λ over the flow cross section A. Chang

et al. [62] and Habchi et al. [63] showed that an increased heat transfer qual-

itatively correlates with a high vorticity flux Ω. According to Lemenand et al.

[64], not only the value that can be interpreted as vortex intensity, but also the

location of the vortex structure is an important factor. A high vorticity strength

does not automatically lead to a high local heat transfer coefficient. Neverthe-

less, it is an important value to quantify the averaged intensity of vortices or

secondary flows, which indicates a strong mixing.

Due to the resulting complex local flow structures in spacer filled channels,

mass transfer varies strongly within a mesh filament. In the stagnation zones,

mass transfer is strongly dominated by diffusion, while in other regions it is

strongly dominated by convective forces.

2.6 Dynamic Mass Transport in Osmotic Membrane Proces-

ses

Considering Equations (2.5), (2.6), (2.14) and (2.16), the water and salt flux

across the membrane are influenced by flow conditions, concentrations at the

AL, pressure and temperature. The focus of this section is the theoretical ana-

lysis of the dynamic mass transport across the membrane due to significant

periodic changes in pressure or flow conditions.

23



Fundamentals and Basic Analysis

u

0

u

π 3π
2

2π
ωt

π
2

ũ

Figure 2.6: Steady-state value u, periodic part ũ and summarized velocity u

during one pulsation cycle from ωt =0 to ωt = 2π.

Generally, unsteadiness in dynamic flow problems can be divided into two

categories [65, 66]: aperiodic (broadband, turbulent, white noise, jumps) and

periodic (pulsating, oscillating) flows. The terms for describing pulsating flows

used in the literature are sometimes contrary. In this work, the definition

adopted from Telionis [67] and Cardenas [68] is used. Pulsating flows are char-

acterized by a composition of a mean component u(x), a time dependent os-

cillating velocity component ũ(x,t) and a broadband aperiodic component

u′(x, t ) [67]:

u(x, t ) = u(x) + ũ(x, t ) + u′(x, t ). (2.21)

For laminar flows, u′(x, t ) vanishes. An oscillating flow is a sub-branch of pul-

sating flows with vanishing mean part u(x) [67]. The decomposition can be

done analogously for the pressure field p(x, t ) or salt mass fraction field ξ(x, t ).

The pulsation period can be divided into three phases, cf. Figure 2.6. Figure 2.6

shows the mean value u, the fluctuating part ũ and the summarized velocity

u during one pulsation period from ωt =0 to ωt =2π. The first acceleration

phase is from ωt =0 to ωt =π/2, where the highest average velocity is reached.

The deceleration phase is between ωt = π/2 and ωt = 3/2π, before the initial

mean velocity is reached again at ωt = 2π.

Three parameters characterize periodic flows: Reynolds number, amplitude

and frequency [69]. The amplitude can be represented with the amplitude ra-

tio AR

AR =
1/V

∫

V ̟u(x, t )dV

1/V
∫

V u(x, t )dV
=

〈u(t )−u〉max

〈u〉
, (2.22)
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which compares the amplitude ̟u of the volume-averaged unsteady velocity

to the volume- and time-averaged velocity. The velocity u can be replaced by

any other value i . In this case, AR is indicated with a corresponding index i in

the work at hand.

Using the amplitude ratio and frequency, another characteristic variable for

heat and mass transfer in dynamic flows can be identified:

̟x =
AR 〈u〉

f
. (2.23)

̟x is the local amplitude. It measures the length over which a fluid element is

maximally displaced during one half of the pulsation cycle [70]. For sinusoidal

flows, which are mainly analyzed in this work, the local amplitude can be eas-

ily calculated with AR. Kurzweg [71] showed that the diffusivity correlates to

this parameter and the Womersley number. The Womersley number Wo,

Wo = dh

√
ω

ν
=

√

2 π Re ·Sr, (2.24)

which compares the dynamic inertial to viscous forces, is the dimensionless

frequency. It can be calculated with Re, cf. Equation (2.18), and Sr. Sr is the

Strouhal number and is defined as

Sr =
f dh

〈|u|〉
. (2.25)

To describe the averaged mass transfer at the membrane in periodic flows, the

mass transfer coefficient β is integrated over one time period ωt = 0 ... 2π

β =
1

2π

∫2π

0

Γ
dξ
dy

∣
∣
∣

y=0

ξAL −ξb
dωt . (2.26)

The averaged coefficient is used to calculate the averaged Sherwood number

Sh =
βdh

Γ
. (2.27)

These dimensionless values are used for the further analyses and to compare

the steady-state with the dynamic mass transport.
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Having now the basic tools and definitions to describe dynamic flows and

mass transport, the present section continues with the fundamental analysis

of the mass transport dynamics in the boundary layers as well as within the

membrane.

2.6.1 Analysis of the Dynamic Mass Transfer in Reverse Osmosis Processes

due to Pressure Changes

The dynamic conjugate mass transfer problem consists of the mass transport

within the boundary layers at the high- and low-concentrated side, within the

AL and within the PS. For an efficient simulation approach, it is crucial to

know, which transport resistance dominates the dynamic transport process.

In this subsection, the dynamic mass transport for the complete problem is

studied. It is the aim of this analysis to identify the time-limiting dynamic

process of the conjugate mass transfer problem for a large periodic change

in pressure and therefore in permeate flux. The problem is discussed for the

RO process.

The analysis is performed with following assumptions and boundary condi-

tions:

- According to preliminary studies [8], the dynamic mass transport inside

the AL and the permeate channel can be neglected. The steady-state

diffusion across the AL is described by Equations (2.5) and (2.6) with

Amem = 7 ·10−12 m s−1 Pa−1 and Bmem = 4 ·10−8 m s−1.

- The bulk feed salt mass fraction is ξF,b = 0.035.

- The ECP at the permeate side is neglected.

- The problem is considered only as 1D normal to the membrane. Gradi-

ents parallel to the membrane are neglected.

- The PS has a thickness of δPS = 250 µm.

- The film model is applied. The Sherwood number is constantly set to

Sh = 18, which results in a mass transfer coefficient of β= 2 ·10−5 m s−1.
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- To produce a periodic variation of the mass transfer, the pressure sinu-

soidally changes with an amplitude of 8.5 bar. The pressure pulsations

are applied with Equation (2.5).

- The produced flow perturbations normal to the membrane do not influ-

ence the main flow ( j̃P << uF).

Governing equations and solution procedure

Neglecting the dynamic mass transport across the AL, the 1D mass transfer

problem, cf. Figure 2.2a, can be described by the partial differential equations

of the transport within the ECP layer at the feed side

∂ξF

∂t
+ jP

∂ξF

∂y
= − ΓF

∂2ξF

∂y2
. (2.28)

The mass transport within the ICP layer within the PS is described by

∂ξPS

∂t
+ jP

∂ξPS

∂z
= − Γeff,PS

∂2ξPS

∂z2
. (2.29)

Both transport equations are discretized using the finite volume method with

40 elements each and numerically solved using the non-linear system solver

fsolve from MATLAB [72]. The mass transport of the ECP and ICP layer is

coupled using the mass balance across the AL,

ξPS,AL =
js

js + jw
=

js

jP
. (2.30)

jw and js are calculated using Equations (2.5) and (2.6). These equations are

solved within an iterative routine in MATLAB [72].

To identify the time-dominating mass transport, two simulation approaches

including and neglecting the dynamic mass transport inside the PS are com-

pared, represented by the indices ECP\ICP and ECP+ICP, respectively:

- ECP\ICP: In this model approach, only the dynamic mass transport

within the boundary layer on the feed side, cf. Equation (2.28), is cal-

culated. The salt mass fraction within the PS at the AL equals the bulk

permeate salt mass fraction (ξP = ξPS,AL).
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- ECP+ICP: Here, both dynamic transport equations (2.28) and (2.29) with

the coupling term (2.30) are solved.

Results

The responses of the permeate flux, feed and permeate salt mass fractions due

to periodic pressure changes are used as indicators. Figure 2.7 shows the re-

sults of the calculations calculated for a range of excitation Womersley num-

bers of Wo = 1 ... 19. Figure 2.7a shows the applied pressure signal plotted over

ωt . It is a sinusoidal function with an amplitude of ̟p = 8.5 bar. This ampli-

tude was chosen to maximize the periodic permeate flux in the range from 0

to jP,max. This periodic change of the permeate flux in turn can be interpreted

as small velocity pulsations normal to the membrane.

Before comparing the dynamic behavior of both approaches, the aver-

aged relative difference ∆i rel,ECP−ICP of both simulation approaches, with

i = j P, j s,ξF,AL,ξP, is compared. It is calculated with

∆i rel,ECP−ICP =
|i ECP\ICP − i ECP+ICP|

|i ECP+ICP|
. (2.31)

Considering the difference in the average permeate flux ∆ j P,rel,ECP−ICP, it in-

creases with increasing Wo and stagnates for Wo > 9 at ∆ j P,rel,ECP−ICP = 2%.

The relative difference for the average salt mass fraction at the mem-

brane ∆ξF,AL,rel,ECP−ICP linearly increases with increasing Wo and also reaches

∆ξF,AL,rel,ECP−ICP = 2% at Wo = 19. Considering the difference in the average salt

flux ∆ j s,rel,ECP−ICP and permeate salt mass fraction ∆ξP,rel,ECP−ICP, the relative

difference stays below ∆ξP,rel,ECP−ICP < 0.3%. These values are neglected in the

following considerations due to the low relative difference of both approaches.

Figure 2.7c shows the permeate flux relative to the temporal maximum flux

jP/ jP,max for both simulation approaches. It can be seen that the amplitudes

decrease from 0.5 to 0.2 for larger frequencies. For all considered Wo, both ap-

proaches qualitatively show a similar dynamic behavior with only small quan-

titative deviations. A small phase shift can be identified for increasing Wo.

In Figure 2.7d, the salt mass fraction at the membrane relative to the temporal
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2.6 Dynamic Mass Transport in Osmotic Membrane Processes

(a) Pressure signal. (b) Averaged relative difference be-

tween both simulation approaches.

(c) Time-dependent relative perme-

ate flux.

(d) Time-dependent relative feed

concentration at the membrane.

Figure 2.7: Comparison of the dynamic mass transfer across the membrane

with (ECP+ICP) and without (ECP\ICP) consideration of the dy-

namic mass transport within the PS.

maximum ξF,AL/ξF,AL,max can be seen. Analogous to the considerations of the

difference in jP, both approaches are similar. The amplitude decreases with

increasing Wo from 0.06 to 0.02 including a small phase shift.

In general, both approaches show only minor qualitative and quantitative dif-

29



Fundamentals and Basic Analysis

ferences in their averaged key values and dynamic responses. This is based

on the fast mass transport through the PS and the weak dynamic response of

ξF,AL. Since ξF,AL not only depends on jP, but also on diffusive forces inside

the boundary layer at the feed side, the amplitude is smaller. This results in a

smaller changing salt mass fraction gradient across the membrane and there-

fore to small changes of ξF,AL and ξPS,AL. Moreover, the high selectivity of the

membrane results in a very small difference of ξPS,AL and ξP and therefore in a

minor impact on the driving forces of jw and js. The dynamic mass transport

within the PS therefore has generally a minor influence on the overall mass

transport across the membrane. Under these conditions, the mass transport

resistance within the PS can be assumed as non-significant and quasi-steady-

state, which leads to the dynamic similarity of both simulation approaches

(ECP\ICP and ECP+ICP). Due to this similarity, even under these extreme dy-

namic conditions, it can be concluded that for the problems considered in

this work, the dominating limiting dynamic process is the mass transport in

the boundary layer at the feed side.

2.6.2 Interaction of Pulsating Flows with the Concentration Boundary

Layer in Empty Channels

After identifying the dominant mass transport process, the analytical solution

for pulsating flows including a membrane in an empty channel is presented

in the following. It is used to explain basic aspects of pulsating flows regard-

ing flow dynamics, mass transfer enhancement, mass transfer dynamics and

pressure losses. Moreover, it provides the basis for the interpretation of the

results presented in Chapter 5. To provide a convenient reading, the complete

derivation of the governing equations is given in Appendices A and B. Only the

RO process and the feed side are considered.

The analysis is performed using the following assumptions:

- The configuration can be seen in Figure 2.8. The channel has a height

of 1.25 mm, which corresponds to the hydraulic diameter of the spacer-

filled channels used in this work. The coordinate system has the basis in
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the center of the channel and the axis coordinate y , which ranges from 0

to H. H is defined as half the height. x is the axial direction, parallel to the

membrane, and y normal to the membrane.

- The flow is incompressible and hydrodynamically developed.

- Salt water with a bulk salt mass fraction of ξF,b = 0.035 is considered as

feed solution.

- The osmotic pressure is a linear function of the salt mass fraction with

the proportional factor Cπ [49].

- Transport and thermo-physical properties are constant. This lead to con-

stant Schmidt number of Sc = 600.

- The time- and volume-averaged velocity 〈uF〉 is set to 〈uF〉 = 0.1 m s−1,

which corresponds to a Reynolds number of Re = 136.8 and Peclet num-

ber of up to Pe > 104. The velocity normal to the membrane due to the

permeate flux does not affect the tangential velocity profile (|uF| >> |vw|).

- The film model assumptions according to Section 2.4 are valid.

- The membrane is ideal (Bmem = 0 ↔ ξP = 0).

- According to Section 2.6.1, mass transport dynamics within the AL and

PS of the membrane are neglected.

Membrane −vw

Membrane vw

Symmetry

uF(y, t )

ξF,b

ξF(x, y, t )

H

x

y

Figure 2.8: Channel Configuration.

31



Fundamentals and Basic Analysis

Governing equations

Using these given premises, the momentum balance in the feed channel re-

duces to
∂uF

∂t
= −

1

ρF

∂pF

∂x
+ νF

∂2uF

∂y2
. (2.32)

The salt mass balance is given by

∂ξF

∂t
+ uF

∂ξF

∂x
=

∂

∂y

(

ΓF
∂ξF

∂y

)

. (2.33)

The analytical solutions for pulsating flows in empty channels, which can be

represented by a Fourier type velocity

uF(y, t ) = uF(y)+
∞∑

n = 1

uF,ne iωnt (2.34)

and pressure gradients

−
1

ρF

(
∂pF

∂x

)

= PF = P F +
∞∑

n = 1

PF,ne iωnt , (2.35)

were developed by Haddad et al. [23] based on different studies [73, 74, 75, 76].

The solution for the velocity is

uF(y, t ) =
3

2
uF






(

1−
y2

H 2

)

− ℜ







∞∑

n = 1

i
PF,nνF

P FωnH 2




1−

cosh
(

y
√

iωn
νF

)

cosh
(

H
√

iωn
νF

)




e iωnt










 .

(2.36)

For the mass transport problem, according to [73], a solution for ξF can be

found in the form of

ξF(x, y, t ) = ξF(x, y) +
∞∑

n=1

ℜ
{

∂ξF

∂x
Ψn(y)e iωnt

}

, (2.37)

with ∂ξF
∂x

=const. This gradient is approximated with the salt mass fractions at

the end ξR and beginning of one module ξF,

∂ξF

∂x
∼=

ξR −ξF

lmod
=

RR

1−RR

ξF

lmod
. (2.38)
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For common module recovery rates in RO systems of RR = 0.15, a module

length of lmod = 1 m, and a mean feed salt mass fraction of ξF = 0.035, the

gradient has a value of 0.0062 m−1.

Analogous to the solution presented in [73], the solution for the local compo-

nent Ψn(y) is

Ψn(y) = c2 sinh

(

y

√

iωn

ΓF

)

+ c3 cosh

(

y

√

iωn

ΓF

)

+
pF,n

i 2ω2n2






Sc

Sc−1

cosh
(

y
√

iωn
νF

)

cosh
(

H
√

iωn
νF

) −1




 ,

(2.39)

with c2 = 0 and

c3 =
−pF,n

i 2ω2n2(Sc−1)cosh
(

H
√

iωn
ΓF

)

(

ρFξF AmemCπ− j P +ρF

p
iωnνF tanh

(

H
√

iωn
νF

))

(

ρFξF AmemCπ− j P +ρF

p
iωnΓF tanh

(

H
√

iωn
ΓF

)) .

(2.40)

These equations are employed to examine the dynamic interplay between

the salt mass fraction, velocity fields, and mass transfer at the membrane.

To achieve this objective, indicators such as the phase shift of the salt mass

fraction at the membrane ϕu(ξF,AL) relative to 〈uF(t )〉, cf. Figure 2.9a, the ra-

tio of the amplitude ratios of ξF,AL(t ) and 〈uF(t )〉, cf. Figure 2.9b and the

change in the Sherwood number between pulsating and steady-state cases

Shpuls/Shstst −1, cf. Figure 2.9c, are analyzed.

Influence of axial pulsating flows on the salt mass fraction

In Figure 2.9a, it can be seen that ϕu(ξF,AL) asymptotically decreases to

ϕu(ξF,AL) = π
2 for Wo = 0.4...13.9. For Wo ≥ 13.9, ϕu(ξF,AL) remains constant.

A similar behavior can be observed for ARξ/AR, cf. Figure 2.9b. The ratio

asymptotically decreases for increasing Wo from ARξ/AR = 0.13 at Wo = 0.3

to ARξ/AR = 0 for Wo > 2. This is independent of AR. Considering the phase

shift observations, it can be assumed that the dynamic response of pulsating

flows on the concentration boundary layer does not change significantly for
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Wo > 4.4. Moreover, for Wo > 2, the amplitude of ξF,AL(t ) tends towards 0 and a

quasi-steady-state profile can be assumed. This behavior is also independent

of AR. Hence, large axial perturbations in the flow do not necessarily result

in significant perturbations within the concentration boundary layer. This is

based on the fact that ∂ξF
∂x

is much smaller compared to the gradient normal

to the membrane. Perturbations in the salt mass fraction resulting from pul-

sations are strongly dependent on both the magnitude of the gradient aligned

with these pulsations and on Wo. Therefore, to produce significant pulsation-

induced disturbances, it is necessary that the pulsation has to be aligned par-

allel to the prevailing salinity gradient.

Influence of axial pulsations on the mass transfer

Besides ARξ/AR, Shpuls/Shstst also decreases for increasing Wo for constant lo-

cal amplitudes ̟x = const., cf. Figure 2.9c. This decrease results from a de-

crease in transported salt for a fixed time-averaged mass flow rate, based on

an enhanced axial mass transport in the negative x direction for increasing

excitation frequencies and local amplitudes [21, 22]. This increase opposes

the concentration of the feed and consequently results in a decrease when

compared to the steady-state flow. Using analogous assumptions, Watson [73],

Brereton and Jalil [77], Hemida [15] and Blythman [78] theoretically studied

mass and heat transfer enhancement of oscillatory and pulsating flows. The

studies showed that the heat transfer reduces due to the enhanced axial diffu-

sion in pulsating flows for a constant heat flux or wall temperature. The mag-

nitude is dependent on the product of the fluctuating velocity and tempera-

ture ũT̃ , Wo and AR.

Enhanced axial diffusion is also observed in spacer-filled channels when oper-

ated with pulsating flows. However, the findings concerning local mass trans-

fer across the membrane cannot be directly extrapolated from the empty

channel. In preliminary studies, it could be shown that pulsating flows can

increase the local Sherwood number [8]. The use of pulsating flows in spacer-

filled channels leads to a more complex response of flow dynamics. In addi-

tion to the generation of vortex structures, the induced disturbances occur in

both tangential and normal directions relative to the membrane [8, 33, 34].
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(a) Phase shiftϕu(ξF,AL) between ξF,AL

and uF(t ) plotted for different Wo at

AR= 1, adapted from [80].

(b) Amplitude ratio of salt mass frac-

tion and velocity ARξ/AR plotted

over Wo.

(c) Change of Shpuls/Shstst plotted

over Wo for different ̟x .

Figure 2.9: Influence of pulsating flows on dynamic mass transfer in empty

RO channels at Re = 136.8.

Influence of pulsations normal to the membrane on the mass transfer

The potential for mass transfer enhancement due to pulsations normal to the

membrane is demonstrated in Figure 2.10. These results are based on the sim-

ulations described in Subsection 2.6.1. Here, EMTF,ECP and the change of the

time- and volume-averaged local relative salt mass fraction gradient calcu-
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lated with
〈

d∆ξF,rel,puls−stst

dy

〉

=

〈
dξF,puls

dy

〉

〈
dξF,stst

dy

〉 (2.41)

is plotted over Wo. The latter value represents the averaged gradient along the

boundary layer height referenced by the steady state value. As the Sherwood

number remains constant in the case of normal perturbation, the outcome is

expressed as the relative enhancement of the ECP, calculated with

EMTF,ECP =
ξF,AL,puls −ξF,AL,stst

ξF,AL,stst
. (2.42)

It can be seen that EMTF,ECP asymptotically decreases for increasing Wo. Com-

paring the local average gradient for different Wo, it can be seen that the time-

and volume-averaged local relative salt mass fraction gradient also asymptot-

ically decreases for increasing Wo. This is in accordance with the consider-

ations before. As mentioned earlier, pulsations result in enhanced diffusion

along the primary pulsation direction. The pulsations normal to the mem-

brane increase therefore the back transport of the salt from the AL to the

bulk. Although the perturbations are minor, even small fluctuations can sig-

nificantly change the mean values in heat and mass transfer problems due

to nonlinear convective terms in the transport equations [53]. The results are

also in accordance to Reverberi et al. [79]. They experimentally and numeri-

cally studied pressure pulsations with an amplitude of 10 bar, which induce

pulsations normal to the membrane by periodically changing the permeate

flux. They observed an increase in their time-averaged permeate flux with in-

creasing excitation frequencies.

Conclusion

This brief analysis shows that the perturbations caused by pulsating flows

must have certain directional properties to improve mass transfer compared

to steady-state. This is one of the reasons why different studies come to op-

posite conclusions regarding the improvement of mass transfer by pulsat-

ing flows [13]. The locally produced perturbations in spacer-filled channels

caused by pulsating flows are vortical, parallel and normal to the membrane.

This leads to a strongly heterogeneous local mass transfer behaviour [8].
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Figure 2.10: Relative change of enhanced mass transfer and the time-

and volume-averaged local relative salt mass fraction gradi-

ent plotted over Wo for pulsations normal to the membrane,

cf. Subsection 2.6.1.

Therefore, the evaluation of the mass transfer enhancement in spacer-filled

channels needs a more detailed analysis, which will be presented in Chapter 5.

The fundamental transport phenomena discussed in this section provide a

basis for interpreting the results in the following chapters.

2.6.3 Increased Energy Demand of Pulsating Flows

To benefit from the mass transfer enhancement, the reduction of the en-

ergy requirement due to a lower salt concentration at the membrane has

to overcome the pressure loss increase and overall energy consumption

of the pump. In this section, the increased pressure loss due to pulsating

flows is considered, based on the analytical solution for channels, cf. Sec-

tion 2.6.2. Figure 2.11 shows the relative time-averaged pressure gradient

∇pF,puls/∇pF,stst for different pulsation conditions and the ratio of the viscous

and inertial acting forces. The analysis is done for an averaged Reynolds num-

ber of Re = 136.8. Considering the energy requirement of pulsating flows com-
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pared to the steady-state operation, it can be generally seen in Figure 2.11a

that the pressure gradient increases with higher frequencies as well as higher

amplitude ratios. The increase is strongly non-linear for all cases considered.

The higher the amplitude ratios are, the stronger is the increase for increasing

Womersley numbers, especially for Wo > 10.

The additional energy requirement results from higher viscous as well as in-

ertial forces [20, 80]. According to [80], the pressure gradient is the sum of the

velocity gradient ρF
∂uF
∂t

and a normalized wall shear stress τ∗F,ws, which can be

derived by the integration of Equation (2.32) over the cross-section. τ∗F,ws is

calculated according to [23] and [80] with

τ∗F,ws =
4

dh
τF,ws




1−ℜ







∞∑

n = 1

p
iνFPF,n

P F,nH
p
ωn






J1/2

(
3
p

i H
p
ωn/νF

)

J−1/2

(
3
p

i H
p
ωn/νF

)




e iωnt










 .

(2.43)

Figure 2.11b shows the evolution of the maximum inertial forces
〈

ρF
∂uF
∂t

〉

max
and normalized wall shear stress τ∗F,ws,max during one pulsation period to the

maximum occurring pressure gradient |∇pF,max| for a constant amplitude ra-

tio of the mass flow rate of ARṁ = 1. For Wo > 2, the inertial forces domi-

nate the pressure loss. The reciprocal behavior can be seen for the viscous

forces τ∗F,ws,max. For Wo = 2, both forces are in equilibrium. This analysis shows

that the operating parameters have to be carefully chosen. Based on prelim-

inary studies [8], it is expected that the mass transfer enhancement is signif-

icantly increased for AR > 0.5 and Wo > 5.6. But higher amplitudes and fre-

quencies lead to a significant higher energy consumption. For Wo > 2, the in-

ertial forces dominate. Therefore, optimum operation parameters have to be

chosen, where the additional energy consumption does not over exceed the

beneficial effects of an enhanced mass transfer.
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(a) Relative time-averaged pressure

gradient for various amplitude ra-

tios.

(b) Ratio of acting forces for an am-

plitude ratio of 1, adapted from [80].

Figure 2.11: Relative time-averaged pressure gradient ∇pF,puls/∇pF,stst and ra-

tios of the maximum inertial forces
〈

ρF
∂uF
∂t

〉

max
and viscous forces

τ∗F,ws,max to the maximum pressure gradient |∇pF,max| plotted over

Wo.

2.7 Summary of Fundamentals and Basic Analysis

Following conclusions can be drawn from the different analyses in this chap-

ter:

- The fundamental aspects of desalination of aqueous solutions and the

phenomenon of concentration polarization were presented. For compar-

ative experiments considering the mass transfer, the pH values, temper-

ature and average water flux have to be the same.

- Due to the similarity of the mass transfer in FO and RO processes, it is

legitimate to directly transfer the results from FO experiments regard-

ing the mass transfer enhancement to RO processes and vice versa at the

same permeate flux, pH value and flow boundary conditions.

- The dynamic mass transport in the boundary layer on the feed side is the
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time-limiting process in RO processes. The mass transport within the AL

and PS can be seen as quasi-steady-state due to the large selectivity and

slightly changing concentration gradients across the membrane.

- For axial perturbations and Wo > 5, the dynamic response of the salt mass

fraction does not significantly change.

- For perturbations parallel to the membrane and increasing Wo, the

change of the salt mass fraction significantly decreases and a quasi-

steady-state profile can be assumed.

- Perturbations only parallel to the membrane lead to a decrease of the

Sherwood number, while already small perturbations normal to the

membrane lead to an enhancement of the mass transfer. These normal

pulsations lead to an increased back transport of the salt from the mem-

brane to the bulk. In spacer-filled channels, the flow is more complex and

need a more detailed analysis.

- Regarding the energy demand of pulsating flows, viscous stresses domi-

nate the energy demand for Womersley numbers of Wo < 2. For Wo > 2,

the inertial forces dominate the pressure loss and therefore the needed

additional energy demand. The general energy demand non-linearly in-

creases with higher frequencies and amplitude ratios.

These fundamental aspects help to understand the analyses in more complex

flows and build the basis for the needed considerations for the evaluation of

the mass transfer and energy demand of pulsating flows in RO systems. The

work at hand continues with the experimental and numerical methods.
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3 Experimental Setup

In the present chapter, two experimental setups will be introduced: a small-

scale Reverse Osmosis (RO) unit (cf. Section 3.1) and a bench-scale Forward

Osmosis (FO) test rig (cf. Section 3.2). In Section 3.3, the Particle Image Ve-

locimetry (PIV) measurement setup to investigate the flow pattern in spacer-

filled channels is introduced. With the PIV data, the measurements to deter-

mine the amplitude ratio in pulsating flows will be verified in Section 3.4.

3.1 Small-Scale Reverse Osmosis Unit

A modified brackish water RO system (product name TBL001) from the com-

pany TRUNZ Water Systems located in Steinach, Switzerland was used for the

experiments. The system can also be found in preliminary studies [59]. The

system consisted, as common for RO systems, of two main parts: the pump

system (feed and high pressure pump) and the RO modules.

Pump system

The feed pump (low pressure pump, LPP) was a submersible positive displace-

ment helical screw pump with an integrated micro controller for solar appli-

cations. The high pressure pump (HPP) was a positive displacement rotary

vane pump for pressures up to 20 bar and at least 1.4 bar inlet pressure. Both

pumps were driven by a DC motor, which was chosen to minimize electrical

conversion losses.
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RO modules

The feed water was desalinated in a spiral-wound module (product name

TML10D) from the company Toray [81]. It consisted of 5 envelopes with an

effective membrane area of A = 7 m2 and a low-fouling membrane, contain-

ing a spacer with a thickness of dfil = 0.86 mm installed in a pressure vessel.

The module had a diameter of dmod = 101 mm and a length of lmod = 1.02 m.

Piping and Instrumentation Diagram (P & ID)

Figure C.1 shows the P & ID of the module test rig. Since it can be found in

[59, 82] and is a standard concept, it is placed in the appendix. The complete

measurement equipment is summarized in Appendix C.1.

Measurement procedure

A measurement period of 5 min was used after reaching the target pressure

and temperature for the steady-state experiments. The temperature required

approximately 15 min to reach steady-state. The pressure was reached after

a few seconds. The measurement time period allowed an averaging with an

adequate amount of data. Two different NaCl feed salt concentrations were

used: ξF =2 g kg−1 and ξF =4 g kg−1. These feed solutions were prepared using

pure sodium chloride and RO permeate produced by the RO unit with soft-

ened water as feed. The pH value was measured with a Mettler Toledo Seven

Excellence device and showed a constant behavior. Therefore, the possibility

of pH variations influencing the experimental results can be excluded. Details

of the measurement procedure can also be found in [82, 83, 84].

3.2 Bench-Scale Forward Osmosis System

The bench-scale FO test rig, which can also be found in part in preliminary

studies [20, 59], was used to experimentally investigate the potential for im-

proving mass transfer by pulsating flows. As stated in Section 2.2, the water

flux in the FO process is established by the osmotic pressure but not by a hy-

draulic pressure difference. The low pressure level minimized pressure shocks,

which allowed the use of low-pressure measuring devices in the pulsating cir-

cuit, allowing for highly accurate measurements of the differential pressures.
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The basic mass transfer phenomena in FO and RO systems are identical (cf.

Section 2.2), therefore, the findings regarding mass transfer enhancement in

pulsating flows are transferable between FO and RO systems, and vice versa.

P & ID

Figure C.2 shows the P & ID of the bench-scale test rig. Analogous to before,

the P & ID is included in the appendix. Instead of one hydraulic circuit like

in the RO system, the FO system consists of two hydraulic circuits. The pul-

sations are generated in the draw solution circuit. A damping system down-

stream of the test cell was installed to completely damp the pulsations. A com-

prehensive overview of the measurement equipment is provided in Appendix

C.2.

Membranes

Different membrane types were used for the FO experiments: RO brackish wa-

ter membranes from TORAY [81] and seawater membranes from DOW [85].

They were stored in distilled water at room temperature and used within 4

weeks. RO membranes are mechanically more stable than FO membranes,

why RO membranes were chosen for the pulsation experiments although the

internal concentration polarization (ICP) is more pronounced for RO mem-

branes due to the larger thickness of the porous structure (PS).

Measurement procedure

For each experiment, a new membrane was used to avoid any influence of

fouling. To ensure that deviations in a specific membrane sample did not

influence the results, the experiments were reproduced with different mem-

brane sheets. Before starting the experiments, the system was operated with

deionized water for at least one hour and then two hours with the desired

draw and feed salt concentration. After this start-up procedure the experi-

ments were performed. The duration of each experiment’s measurement pe-

riod ranged from 15 to 20 minutes. To have a high water flux across the mem-

brane, a salt mass fraction of ξD = 0.17 was used for the draw solution. The so-

lution was prepared with softened water. The feed side was operated with soft-

ened water with an average salt mass fraction of ξF = 0.002, and renewed be-

fore each experiment. The pH value was regularly measured with the Mettler

Toledo Seven Excellence device. A constant pH value of around pH = 7.5 was
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observed for each experiment. Before and after each dynamic experiment, a

steady-state experiment was performed. The data of the dynamic measure-

ments were compared to the average of the steady experiment before and after

each dynamic experiment.

FO test cell

The feed and draw circuits were coupled via the FO test cell (FOTC) shown in

Figure 3.1. The FOTC can also be found in [59]. It was made of acrylic glass,

which allowed to observe the membrane during the experiments. The effec-

tive membrane area was square with a side length of 100 mm. Inside the draw

channel, a 34 mil spacer was installed with a height of approximately 0.9 mm,

see also Figure 2.5b. A flow straightener guaranteed a uniform flow distribu-

tion over the width of the draw channel. Inside the feed channel, a spacer with

a height of 0.3 mm was used. The feed and draw solution flow were arranged in

cross flow configuration as it is established in RO modules. The measurements

showed that over the length of the cell the concentration increase or decrease

in the main flow direction could be neglected due to the low permeate fluxes

of jP < 6 kg m−2 h−1. Two screws at the top of the cell allowed complete deaer-

ation of the draw channel, which was important since air bubbles would act

as pulsation dampers [86]. The test cell was sealed using two o-rings on the

draw and feed side. The AL of the membrane was always oriented to the draw

and therefore the pulsating side. The pressure on the draw side was consis-

tently maintained at a higher level than that on the feed side. This ensured

that any potential mass transfer enhancement resulting from pulsating flows

was solely attributed to the reduction of the external concentration polariza-

tion (ECP) on the draw side, without influence from possible leakages.

3.3 Particle Image Velocimetry Test Section Design

2D digital Particle Image Velocimetry (PIV) measurements were conducted to

verify the CFD simulation approach and to calibrate the orifice measurement

system. PIV is a technique to non-invasively analyze velocity fields inside a

certain fluid domain [87]. Particles with a density similar to that of the fluid

are mixed into the flow. These particles are illuminated with a laser beam and
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Draw flow direction

Inlet draw side
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Figure 3.1: Bench-scale test cell with flow configuration of draw and feed side.

a camera detects the mie-scattering from the particles. A detailed description

of the technique can be found e.g. in [87].

Instead of a pulsed laser, a continuous-wave-laser (Coherent Genesis CX488-

4000) was used, since the flow velocities were very low (u < 0.2 m s−1). The

shutter speed of the high speed camera (Photron APX) was fast enough to re-

solve the particle trajectories. To generate the laser sheet normal to the aver-

age flow direction, a system of convex and concave lenses was used. Round,

white polyamide particles with an average diameter of 5 µm supplied by the

company ILA were used as seeding particles. The particles had a density of
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1016 kg m−3. The particle concentration was set to 60 g m−3. The trajectories

were evaluated with the open-source tool PIVlab 1.4 [88].

Two test cells, which can also be found in [59], with filaments arranged ac-

cording to the zig-zag and submerged configuration, cf. Figure 4.1, were used.

The zig-zag configuration test cell can be seen in Figure 3.2. The test cells were

made of polycarbonate with two acrylic windows on the top and on the side.

To increase the accuracy of the PIV experiments, the test cells were scaled in

size by the factor 20 compared to common RO channels. The channel height

was 20 mm. The spacer filaments had a diameter of 10 mm to maintain the ra-

tio of height to spacer diameter of 2. To fulfill Reynolds’ similarity law, the vol-

ume flow rates were adapted to obtain a Reynolds number of Re = 100. Similar

values of the Womersley number could not be adjusted since these would lead

to frequencies of fex < 0.01 Hz. Therefore, it was decided to use the same ex-

citation frequencies, which resulted in higher Wo to verify the dynamic flow

simulations. According to Section 2.6.2, the dynamic response of the salt mass

fraction does not significantly change for Wo > 5. The channel width was 160

mm, which allowed to assume 2D flow in the middle of the channel. A flow

straightener at the inlet of the test cells guaranteed a uniform flow, although

this also acted as pulsation damper.

3.4 Generation and Measurement of Pulsating Flows

The pulsations generated by the pulsation generation device (PGD) used in

this work did not provide knowledge on the time-dependent mass flow rate

and therefore on the amplitude ratio AR a priori. For the analysis of pulsat-

ing flows or the comparison between simulation and experiments, these val-

ues need to be known. No standardized measurement technique is available,

but essentially needed for the detailed investigation of mass transfer enhance-

ment. Continuous measurement devices as hot-film probes, LDA or PIV [89]

with a highly dynamic response were ruled out due to the limited space in-

side the pipes and the complex flow profiles. This would cause a high mea-

surement error. The use of invasive particles would influence the membrane

performance by deposition.
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Figure 3.2: PIV setup of the zig-zag test cell for investigation of pulsating flows

in spacer filled channels.

Therefore, it was decided to use a non-invasive method. The studies of

Doblhoff-Dier et al. [90] were used as a basis. Dolbhoff-Dier et al. [90] deter-

mined the average mass flow rate using the linearized form of the orifice equa-

tions specified in the ISO/TR 3313 standard [91]. They found that their proce-

dure yielded satisfactory results for determining the time-averaged mass flow

rate, as long as the local amplitude remained ̟x < 1 m. However, the ampli-

tude ratio was not verified. There have also been several studies on measuring
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pulsating or oscillating flows using orifices [92, 93]. The investigations were

primarily conducted with low amplitude ratios compared to the average ve-

locities and low frequencies. As described in preliminary studies [8], the mass

transfer enhancement of pulsating flows is significant for AR> 0.2 depending

on Wo. Hence, the amplitudes considered in this work are of the same order of

magnitude as the average velocities. To account for this, a modified measure-

ment technique incorporating PIV measurements for calibration purposes is

developed. The PGD and the measurement procedure are described in detail

in the following subsections.

3.4.1 Pulsation Generation Device and Measurement Setup

In literature, most of the work on pulsating flows can be found in the areas of

blood flows, heat transfer and cleaning enhancement. Membrane pumps [94],

solenoid valves [36, 95] and choke and stroke mechanisms [96] are common

ways to obtain periodic flows [97]. Nevertheless, they are technically feasible

only for low frequencies. Moreover, the lubrication with oil would influence

the performance of a membrane. These techniques have a low flexibility con-

sidering wave form, frequency and amplitude. Durst et al. [98, 99, 100] devel-

oped a complex air mass flow rate control system based on a controlled ball

valve, which is able to produce different types of pulsation forms (sine, rectan-

gular or triangular). Eichinger [101] and Spiazzi [102] employed a rotating-disk

device to investigate hydraulic resistances in pipes and the fouling behavior in

tubular membrane modules subjected to flow pulsations.

Design of the PGD

Because of its flexibility, a siren-type PGD was chosen to meet the require-

ments of studying pulsatile flows in osmotic membrane systems with respect

to varying frequency and amplitude ratios over a wide range [59]. The PGD

was designed based on preliminary studies [8] and Spiazzi et al. [102]. Results

gained with the PGD can be found in preliminary studies [20, 59]. The design

can be seen in Figure 3.3. More details and design calculations can be found

in [103]. The materials and technical properties can be found in Appendix C.3.
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Figure 3.3: Sketch of the PGD and two different rotating disks; adapted from [103].
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The main components of the PGD were a shaft and a rotating disk. The system

was lubricated with grease and sealed with a shaft seal capable of withstand-

ing pressures of up to 16 bar. The shaft rotated using an AC motor controlled

via an inverter. Due to the rotation, the outlet was periodically opened and

closed.

The rotating disks used here differed from typical siren constructions for

acoustic excitation, see for example Kathan [104]. This distinction arises from

the different research objectives; here, the focus is on generating large veloc-

ity pulsations rather than specific acoustic pressure fluctuations for very large

frequencies. In contrast to the construction of Kathan [104], one or only few

holes were uniformly distributed over the disks. With this design, achieving

a continuous sinusoidal opening and closing of the outlet was not feasible.

This design resulted in more pronounced excitation of broadband pressure

fluctuations due to the abrupt opening and closing, but was needed to ensure

proper sealing and to achieve higher amplitudes in the velocity by a fast gener-

ation and releasing of the elevated pressure to accelerate the fluid. Amplitude

ratios between AR=0.7 and AR=1.4, depending on volume flow rate and fre-

quency, could be achieved.

Measurement setup

The PGD was installed in the measurement setup as shown in Figure 3.4. An

orifice produced by DOSCH Messaparate GmbH was used. Downstream of the

orifice, another straight tube ensured that the flow field was fully developed

in the PIV section. The observation window of the PIV section had a size of

20 x 21 mm. The pipe was made of acrylic glass and had a wall thickness of

1.5 mm. To minimize reflections and refraction due to a strong change of the

refractive index on the pipe wall, a cube filled with water was installed around

the pipe.

To guarantee that secondary flows do not influence the PIV results, the length

between orifice and PIV section has to be greater than the flow development

length. Ray et al. [105] developed an equation for the maximum development

length (L/D)max in a pipe when applying pulsating flows. The ratio (L/D)max

decreases with the excitation frequency and increases for higher amplitude ra-

tios and volume flow rates. The largest development length is (L/D)max = 51.5
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Figure 3.4: Setup for measurement of the amplitude ratio AR in pulsating

flows.

at V̇ = 60 l h−1, fex = 1 Hz and AR = 1.4. The experiments were performed at

volume flow rates of V̇ = 30 ... 50 l/h, amplitude ratios of up to AR= 1.4 and

fex ≥ 1, where the flow can be assumed as fully hydraulically developed, when

entering the PIV section.

The pressure drop ∆porif over the orifice was measured directly at the in- and

outlet of the orifice. The pressure transducer was positioned below the orifice.

This guaranteed that the pipe to the sensor was completely filled with water to

avoid damping of the signal due to air inclusions. To accurately measure the

dynamic pressure response, the system should fulfill two aspects. First, the

resonance frequency fres of the pressure sensor including the tubing has to be

much higher than the expected frequencies. This can be approximated using

the equations of Bajsic et al. [106]

fres =
1

2π
·uwave ·

√

Atube

Veff · ltube
, (3.1)

with uwave as the wave propagation velocity and Veff as the effective volume of

the measurement section

Veff = Vsensor +
ltube · Atube

2
. (3.2)

The second aspect is the response time of the system to overcome a low-pass

filtering of the signal [90]. The response time can be approximated by

tresp =
Asensor

4 ·πν
. (3.3)
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Inserting the kinematic viscosity ν of water at 25◦C and a wave propagation

velocity of uwave = 900 ms−1 (water at T =25 ◦C in polymer tube) the reso-

nance frequency results in fres =634.28 Hz and the response time has a scale of

tresp =2.25 s. This large time scale results from the area of the pressure sensors

and the high density of water. To reduce this time, smaller diameters should be

used, which was not possible due to the hydraulic connections of the sensor

and orifice. Therefore, PIV measurements were used to calibrate the measure-

ment procedure.

Generated pulsation forms

A range of pulsation forms for different frequencies and amplitude ratios can

be seen in Figure 3.5. These values were generated from PIV data using the

pipe PIV configuration, cf. Figure 3.4. The volume flow rate is calculated using

integrated velocity gained from the PIV measurements with

V̇ =
∫

Apipe

u(r )dA. (3.4)

The Fourier analysis is represented by the normalized amplitude θ∗.

(a) Time series of different volume

flow rates for different frequencies

occuring in the FO bench-scale test

rig.

(b) FFT of different volume flow rates

for different Womersley numbers oc-

curing in the FO bench-scale test rig.

Figure 3.5: Forms of occurring pulsating flows in the FO bench-scale test rig.
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The normalized amplitude θ∗

θ∗ =
̟

̟max
(3.5)

of the signal is plotted over the occurring frequencies. It can be seen that the

pulsating flows are not ideally sinusoidal but are similar in terms of their fre-

quency spectrum. Despite the sharp-edged holes in the rotating disks in the

PGD, the pulsations were attenuated due to the large inertia of the water and

damping of the entire system.

3.4.2 Flow Patterns and Governing Equations for the Evaluation of the Vol-

ume Flow Rate

The approximations in the Norm ISO/TR 3313 [91] to calculate dynamic flows

in orifices are based on Bernoulli’s law and a quasi-steady-state flow field,

which can be seen in Figure 3.6a. It is assumed that the basic flow pattern

remains stable, which is valid for steady-state flows and flows with low pertur-

bation amplitudes.

Flow patterns in orifices using steady-state and pulsating flow rates

The gray shaded area represents the area of stream lines constricted by the

orifice and the resulting flow separation zones. Upstream of the orifice, the

fluid flows through the complete cross-sectional area of the pipe A1 and is

then narrowed due to the orifice. At position 2 all streamlines are parallel. A2

is the cross-section at the position, where the streamlines show the strongest

constriction and therefore smallest cross-section. Separation zones up- and

downstream of the orifice occur. For pulsating flows, a CFD simulation was

performed to qualitatively compare the flow pattern at steady-state and pul-

sating flow rates with an amplitude ratio of AR = 1.2. The 2D case was sim-

ulated using OpenFOAM 3.0.x with the standard k-ω-SST model. The com-

putational domain reproduced the geometry of the orifice of the test rig.

Figure 3.6b shows the stream lines and flow pattern for pulsating flows. The

elasticity of the pipe is neglected. Compared to the steady-state flow pattern

shown in Figure 3.6a, it can be seen that the effective cross-sections up- and

downstream of the orifice strongly change over time. Periodic symmetrical
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(a) Flow through an orifice with ini-

tial crosssection A1 and constricted

crosssection A2; reproduced from

[90].

(b) Flow pattern of a sinusoidal pul-

sating flow in an orifice with AR =
1.2 and fex = 15 Hz for ωt =
0,π/2,π,3/2π.

Figure 3.6: Steady-state and pulsating flow through an orifice.

vortices occur during the acceleration phase due to the strong velocity gra-

dients produced directly at the outlet of the constriction. These structures

vanish when the average velocity decreases. This highlights the importance of

considering the variations in the flow pattern’s cross-section during different

phases. It also indicates that the assumptions made in the ISO/TR 3313 stan-

dard [91] are not entirely applicable to pulsating flows with large amplitude

ratios.

The studies of Dobrowolski [92], who investigated time-dependent flows in

orifices, are used as a basis. The unsteady problem can be represented using

the Navier Stokes equations and Bernoulli’s approximation [92]. Here, the flow

can be calculated on a flow path s neglecting viscous and gravitational forces

with
∂u

∂t
+ u ·

∂u

∂s
= −

1

ρ

∂p

∂s
. (3.6)

Assuming that the flow cross-sections are time-dependent, the mass flow rate

through the orifice can be calculated with

ṁ(t ) = u(s, t ) · A(s, t ) ·ρ. (3.7)
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Integrating Equation (3.7) along the streamline from 1 to 2, cf. Figure 3.6a,

Equation (3.6) leads to [92]

∆porif(t ) =
(

1

2ρα2
dis A2

1

)

ṁ
2

︸ ︷︷ ︸

steady−state

+
(

1

ψp

∫s2

s1

ds ′

A(s, t )

)
dṁ(t )

dt
︸ ︷︷ ︸

local change of cross−section

−
(

1

ψp

∫s2

s1

1

A2(s, t )

∂A(s, t )

∂t
ds ′

)

ṁ(t )

︸ ︷︷ ︸

temp. change of cross−section

,

(3.8)

with the discharge coefficient αdis

αdis =
Cc

√
ψp

√

α2 + ζ−α1

(
dorif
dpipe

)2
C 2

c

. (3.9)

Here, Cc is the contraction coefficient, α1 and α2 are the Coriolis coefficients,

ζ is the loss coefficient, and ψp is the ratio between the pressure in the middle

of the orifice and the measured pressure,

ψp =
∆porif

∆pmeas
. (3.10)

The first term on the right hand side of Equation (3.8) describes the steady-

state value. The second term describes the local change of the cross-section

over the flow path and the third part the change of the cross-sectional area

over time. All three terms exhibit strong changes at varying frequencies and

amplitude ratios, thus necessitating their experimental or numerical determi-

nation.

The change of the discharge coefficient αdis for different Reynolds numbers

depends on the diameter ratio dorif/dpipe of the orifice. αdis can be assumed

as αdis = 1 for Sr >> 1 in the linear regime [107]. For the non-linear regime

(Sr << 1), the discharge coefficient is αdis < 1 [107] and can be approximated

as αdis = 0.6 [90]. Since the system of orifice, water and elastic pipes is acous-

tically compact (He = L/λwave << 1), the flow can be considered as incom-

pressible [107].
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The time-varying pre-factors in Equation (3.8) are not known a priori, but are

eliminated by following approximation. For evaluating Equation (3.8), the pre-

factors of the mass flow rate ṁ(t ) are substituted by the time-averaged param-

eters Aorif, Borif and Corif. This leads to the following equation, which is used for

the evaluation of the mass flow rate

∆porif(t ) = Aorif(ṁ) ṁ2(t ) sign(ṁ(t )) + Borif( f ,AR)
dṁ(t )

dt

− Corif( f ,AR)ṁ(t ).
(3.11)

Doblhoff-Dier [90] used also averaged values, but neglect the influence of the

changing cross-section over time, captured in the parameter Corif. Finally, the

parameters Aorif, Borif and Corif were calibrated using the PIV measurements,

which is described in the following section.

3.4.3 Calibration and Verification of the Measurement Procedure

In the present subsection, the determination of the parameters Aorif, Borif and

Corif from Equation (3.11) is explained. Before that, the procedure of the pres-

sure measurement is described and the PIV measurement data are compared

to the analytical solution.

Pressure measurements

Pressure oscillations arise within the PGD due to the abrupt opening or clos-

ing by the rotating disks. The pressure waves are reflected from the pipe walls

and the hydraulic components. The oscillations depend on the Eigenfrequen-

cies of the system as well as the excitation frequency and flow rates. However,

these parasitic pressure oscillations do not contribute to the kinetic energy

input into the system [93]. The pressure signal consists of the excitation fre-

quency and an integer multiple of it [108]. Compared to the flow signal, the

pressure signal has a wider bandwidth, which is due to the high inertia of the

flow. Phase averaging by auto-correlation is applied to evaluate the pressure

signal relevant to the calculation of Equation 3.11. Subsequently, the signal is

filtered above the excitation frequency, using a low-pass filter. Based on the

findings from various studies described before and the pressure signals cal-

culated, using the PIV measurements and the analytical solution for pulsating
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flows in pipes (cf. Appendix A), the cutoff frequency of the low-pass filter of

the pressure signal was set to fcutoff = 5 fex.

Verification of the PIV measurements of the velocity profiles within the pipe

Figure 3.7 shows the PIV data and the calculations using the analytical solu-

tion, cf. Equation (A.16). In Figure 3.7a, the results are shown for fex = 7 Hz

and AR = 1.3. Figure 3.7b shows the measurement data for fex = 17 Hz and

AR = 0.55. The results are shown at ωt = 0, 0.5π, π, 1.5π, cf. Figure 2.6. Com-

paring the PIV signal to the analytical solution of pulsating flows in pipes for

both pulsation conditions, it can be seen that the sharp velocity profiles near

the walls do not agree well. Due to reflections and the low concentration of

the PIV particles, the velocity profile cannot be measured precisely at the wall.

However, the averaged velocity profiles are in good agreement. The averaged

relative error regarding the average volume flow rate is below 4.3 %. There-

fore, the PIV measurements are considered sufficient for the further consider-

ations, since only the averaged values are used.

(a) fex = 7 Hz, AR=1.3, V̇ = 40 l h−1. (b) fex = 17 Hz, AR=0.55, V̇ = 60 l h−1.

Figure 3.7: Comparison of the PIV measurement data and the analytical solu-

tion for ωt = 0, π2 ,π, 3π
2 .

Calibration of the orifice parameters

Similar to Doblhoff-Dier [90] the parameter Aorif is determined using steady-

state experiments, cf. Figure C.3 in Appendix C.3. Parameters Borif and Corif are

determined using an optimization algorithm. Equation (3.8) was solved us-
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ing MATLAB’s Runge Kutta solver. The optimization problem was solved using

MATLAB’s implemented routine fmincon [72]. The variable ηPIV, determined

by

ηPIV =
(

(ṁmeas −ṁcalc)2

ṁ
2

meas

+
( fmeas − fcalc)2

f 2
meas

+
(ARmeas −ARcalc)2

AR2
meas

)

, (3.12)

which represents the relative error between the calculated and measured val-

ues, is minimized. In this minimization routine, the parameters ṁmeas, fmeas

and ARmeas, obtained through measurements with the PIV setup, are selected

as target parameters.

Verification of the measurement and evaluation procedure

Figure 3.8 shows the relative error ηrel,AR plotted over the Strouhal number cal-

culated with the orifice’s diameter and velocity Srorif. This relative error com-

pares the amplitude ratio ARorif calculated with Equation (3.11) and ARmeas

determined with the data gained with the PIV experiments:

ηrel,AR =
|ARorif −ARPIV|

ARPIV
. (3.13)

Srorif is calculated with

Srorif =
f dorif

uorif
. (3.14)

In the following, two different evaluation procedures are compared: the rou-

tine of Doblhoff-Dier [90] using only the averaged mass flow rate as optimiza-

tion variable (cf. Figure 3.8a) and the procedure described before (cf. Figure

3.8b). Using the procedure of Doblhoff-Dier [90], the relative error lies in the

range of ηrel,AR = 10 % to ηrel,AR = 160 % for the operation window of the FO test

rig. Using the procedure developed in the present work, the amplitude ratio

can be calculated with a relative error between ηrel,AR = 10 % to ηrel,AR = 90 %.

The relative error is increasing for higher Srorif. The error could be therefore

reduced due to calibration with the PIV results, but increases for increasing

Srorif. For Srorif > 0.028, the relative error reaches values of ηrel,AR = 90 %. The

increase can be explained by the larger and non-linearly increasing disturb-

ing pressure oscillations in the measured signal and the large response time,

cf. Equation (3.3). Another error potential are the simplifications and averag-

ing of the parameters Borif and Corif in Equation (3.8). Calculations showed that
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(a) Measurement procedure accord-

ing to [90].

(b) Measurement procedure used in

the work at hand.

Figure 3.8: Relative measurement error ηrel,AR plotted over Srorif.

these parameters fluctuate over time, depending on amplitude, frequency and

average mass flow rate. The larger the frequency, the larger are the pressure

fluctuations. The described method to determine the amplitude ratio is used

for the experiments with the FO test rig for Srorif < 0.028 to have a compro-

mise between a minimized relative error and a noticeable mass transfer en-

hancement, since larger excitation frequencies are expected to lead to a larger

enhancement. The error is therefore ηrel,AR ≤ 50% within the 75th percentile.

3.5 Summary of the Experimental Methods

In the present chapter, the experimental methods have been presented. The

chapter can be summarized as follows:

- The small-scale RO test rig and the FO bench-scale test rig were pre-

sented. In addition, two PIV setups were explained. The first PIV setup

was used to analyze pulsating flows in spacer-filled channels. For this

purpose, Reynolds similar test cells for the submerged and zig-zag spacer

configuration were used. The second PIV setup was used to verify and

59



Experimental Setup

calibrate the measurement of the amplitude ratio AR using an orifice.

- To produce pulsating flows over a wide range of Wo and AR, a siren-based

PGD was used.

- Since the amplitude ratio is not known a priori, a measurement proce-

dure was established. The calculation is based on Bernoulli’s law. While

both methods are based on the same law, in contrast to the Doblhoff-

Dier calculation method [90], the newly developed approach considers

evolving flow fields, resulting in a lower relative measurement error.

- The calibration of the measurement procedure was performed using PIV

data. A comparison with the analytical solution of pulsating flows in

pipes showed that the velocity profiles near to the pipe wall cannot be

measured precisely, but the result is well representing the average flow

rate.

- Compared to the PIV results, the amplitude ratio could be determined

with an average error of ηrel,AR < 50 % within the 75th percentile for

Strouhal numbers of Srorif < 0.028.

After introducing the experimental methods, the simulation tools will be de-

scribed in the next chapter.
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4 Numerical Methods

In this chapter, the numerical methods used in this work are presented. Two

simulation models were developed to perform a comprehensive analysis of

the dynamic mass transfer in Reverse Osmosis (RO) processes. Section 4.1 will

present the Computational Fluid Dynamics (CFD) model used to simulate the

fluid flow and salt mass transport in spacer-filled channels. The chapter will

conclude with the explanation of the quasi-2D system simulation model in

Section 4.2.

4.1 Computational Fluid Dynamics

In the present section, the governing equations, the computational domain,

and the numerical schemes for the CFD model are introduced.

4.1.1 Governing Equations

The system of equations to describe the laminar flow in membrane channels

(cf. Section 2.4) consists of the continuity equation of the feed flow

∇·uF = 0 (4.1)

and the momentum equation

∂uF

∂t
+∇· (uF ⊗uF) =−∇pF +2νF∇·ε(uF), (4.2)

presuming a constant density ρF. The rate-of-deformation tensor ε(uF) is

ε(uF) =
1

2

(

∇uF + (∇uF)T
)

. (4.3)
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The salt transport is described via the convection-diffusion equation of the

salt mass fraction ξF

∂ξF

∂t
+∇· (uFξF) = ∇· (ΓF (ξF)∇ξF) , (4.4)

assuming a concentration dependent diffusion coefficient ΓF (ξF). Given the

low salt mass fraction in RO (usually ξF ≤ 0.1), the effects arising from the

enthalpy of mixing are disregarded, rendering the RO process an isothermal

process.

4.1.2 Computational Domain and Meshing

The 3D spacer geometry is approximated using 2D geometries with the same

characteristic lengths. While 3D effects, such as helix-vortical structures, can

occur in flows with realistic spacers, a 2D approach is adopted to separately

analyze the phenomena of pulsating flows and their impact on the mass trans-

fer at the membrane. This allows a focused analysis and significantly reduces

the computational effort. Geometrical uncertainties such as channel height,

spacer-membrane attachment and blockage through particles or local devia-

tions also exist for 3D simulations. To consider all dominant phenomena, the

zig-zag as well as submerged configuration, see Figure 4.1, are used. These

two configurations represent the dominant filament configurations along the

mean flow direction for 3D spacers with a flow attack angle of 45◦. The fila-

ment diameter is set to d = 0.5 mm. The height H of the simulated domains is

H = 2d, the ratio of length to filament diameter is L/d = 8. These values rep-

resent typical configurations for CFD simulations in RO modules [55]. Due to

the periodicity of the spacer filaments, a unit cell approach is chosen to effi-

ciently simulate the flow and mass transport. The computational domain is

reduced to two filaments, also for the submerged spacer configuration, which

is a trade-off between low computational effort, meshing and reduced influ-

ence of the boundaries.

The mesh is generated using the OpenFOAM tools blockMesh and

snappyHexMesh. A grid convergence study for each geometry was conducted

to ensure mesh-independent results, cf. Appendix E.
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Figure 4.1: 2D computational domains.

4.1.3 Computational Setup for the Unit Cell Approach

The open source C++ library OpenFOAM 3.x is used to solve the steady and

transient CFD problems. The implemented solvers are based on prelimi-

nary studies [8] and OpenFOAM’s solver simpleFoam for the steady-state and

pimpleFoam for the transient simulation. Both solvers are extended by the

salt balance, see Equation (4.4), and thermophysical properties containing the

density, the kinematic viscosity and the diffusion coefficient ΓF (ξF), which is a

function of the salt mass fraction.

Second order schemes are chosen for discretization. The time discretization

scheme Crank-Nicholson and the QUICK scheme for the divergence terms of

the scalar transport equation are used. The local gradient terms are discretized

using a linear central scheme. The linear central scheme is also used for the

pressure and velocity divergence terms. Details about the basics of the differ-

ent schemes can be found in [109].

To ensure a stable flow inside the periodic computational domain, a momen-
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tum source term was implemented. The standard source term for steady-state

flows meanVelocityForce is extended for periodic pressure gradients, which

can be represented by a Fourier series. The volume averaged velocity for the

periodic case is

〈uF(t )〉 = 〈uF〉+ℜ
{ ∞∑

n=1

〈uF,n〉e iωnt

}

. (4.5)

This velocity represents the actual volume averaged velocity at time step k

〈

uF,k

〉

=
1

V

∑

a

uF,a,kVa. (4.6)

uF,a,k represents the velocity at position a at time step k. The increment of the

pressure gradient
〈

∇pF,k

〉

is calculated to adjust the velocity

〈

∇pF,k

〉

=
1

V

∑

a
I−1

(

ρF,a,k
∂(uF,a,k+1 −uF,a,k)

∂t
+∇·

(

uF,a,k+1 −uF,a,k

)

+∆
(

uF,a,k+1 −uF,a,k

)
)

Va.

(4.7)

The pressure term is used as source term to manipulate the calculated ve-

locity field according to Equation (4.2). This manipulation ensures a specific

transient flow inside the computational domain with periodic inlet and outlet

conditions.

The mass fraction profile at the outlet is mapped onto the inlet boundary. The

profile is normalized and set using the average value ξF with [41]

ξF(x, y)|x=xinlet
=

ξF(x, y)|x=xoutlet
(∫

Ainlet
ξF(x,y)|x=xoutlet

dA

Ainlet

)ξF. (4.8)

The outlet boundary values are sampled, manipulated according to

Equation (4.8) and written on the inlet boundary. At the outlet boundary, a

zero gradient condition is imposed. The error made by this approach can be

neglected for dominantly convective flows with high Peclet numbers with an

order of magnitude of 105, which is the case for RO processes.

The dynamic flow simulations were seen as converged when the difference of

the averaged velocity profiles at ωt = 0 and ωt = 2π were below 2%. Aperiodic
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structures were not identified for the considered pulsating conditions. During

the salt transport simulations, the permeate flux as well maximum and mini-

mum salt mass fractions are logged. The simulation is regarded as converged

when the change of the mean permeate flux and of the applied pressure across

the membrane is below 5%.

4.1.4 Membrane Boundary Conditions

The membrane boundary conditions were implemented based on prelimi-

nary studies [8]. The mass transport across the membrane is modeled with

the following assumptions:

- Dynamic mass transport inside the AL and PS are neglected, according

to [8] and to Section 2.6.1.

- Dynamic flow and mass transport inside the permeate channel are ne-

glected and a homogeneous mixing in the permeate channel is assumed.

- At the membrane, a no-slip boundary condition is prescribed.

- The steady-state diffusion across the AL is described by the solution-

diffusion model and by the water and salt flux calculated with Equations

(2.5) and (2.6).

- The salt and water mass transport through the membrane is only 1D nor-

mal to the membrane surface. Tangential gradients are neglected.

- Only the volume-averaged value is used for the permeate concentration.

- A water permeability of Amem = 9.7·10−12 m s−1 Pa−1 and salt permeability

of Bmem = 1 ·10−7 m s−1 are assumed.

The mass transport at the membrane is calculated with a Neumann boundary

condition

ξF,AL jP + ΓF∇(ρF,ALξF,AL) = 〈ξP〉 jP. (4.9)
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The local permeate flux jP is calculated according to Equation (2.5)

jP = ρF,AL Amem((pF −pP) − (πF,AL −〈πP〉)). (4.10)

The local salt flux js is calculated according to Equation (2.6)

js = ρFBmem(ξF,AL −〈ξP〉). (4.11)

The averaged permeate salt mass fraction 〈ξP〉 is determined by an integration

over the membrane boundary of width B and length of the unit cell 2L with [8]

〈ξP〉 =
B

Am

∫2L

0

js

jw + js
dx. (4.12)

Finally, the velocity normal to the membrane is calculated with

umem = n ·
jw + js

ρF,AL
. (4.13)

Equations (4.9) to (4.13) are iteratively solved until the residuum of the per-

meate salt concentration is below 10−4.

The mass transfer to the membrane surface can be characterized by the Sher-

wood number. Its value does not only depend on the hydrodynamic condi-

tions but also on the permeate flux across the membrane, which is a func-

tion of the pressure difference, cf. Section 2.4. Therefore, it is important to use

the same permeate flux conditions when comparing simulations and experi-

ments. To ensure this, a routine to adjust the average permeate flux across the

membrane was implemented in the model. The average flux across the mem-

brane is given by integration along the membrane with the width B and length

L

〈 j P〉 =
B

Am

∫2L

0
j P(x)dx = const. (4.14)

To adjust the desired averaged flux across the membrane, the local flux j P(x)

at the lower membrane boundary is adjusted analogously to the mapping pro-

cedure using Equation (4.8) replacing the salt mass fraction with the permeate

flux. The averaged pressure is calculated with

〈pF〉 =
〈 j P〉

Amem
−

1

Am

∫x

0
pF(x)dx ′ +

1

Am

∫x

0
πF,AL(x)dx ′ − 〈πP〉, (4.15)
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and set as system pressure to calculate the permeate flux across the bottom

and top membrane (cf. Figure 4.1) according to Equation (4.10). This ensured

a physical reasonable scenario. The difference of the permeate flux between

the top and bottom membrane was smaller than 3 %. These equations are

combined with Equations (4.9) to (4.13).

4.1.5 Comparison of CFD Approach with Steady-State Literature Data

Two cases were selected to validate the membrane boundary modeling ap-

proach using literature data for steady-state operation of RO processes. The

permeate flux is used as verification parameter because it is the most impor-

tant directly measurable parameter in the experiments. Data from Alexiadis et

al. [110] for brackish water conditions and data from Xie et al. [111] for seawa-

ter operation conditions are taken for the comparison.

Brackish water conditions

Alexiadis et al. [110] considered an empty channel. The boundary conditions

for the brackish water case can be seen in Table 4.1. In contrast to simulations

Table 4.1: Boundary condi-

tions for the com-

parison with exper-

imental data from

Alexiadis et al. [110].

Variable Values Unit

ξF,Inlet 0.002 -
TF 298.15 K
pF 8.89 − 13.98 bar
Amem 9.72 ·10−7 ±0.3 ·10−7 m

bar s
uF,Inlet 0.15 m

s Figure 4.2: Comparison of the CFD results

with experimental data from Alex-

iadis et al. [110], adapted from [8].
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conducted by Alexiadis et al. [110], only the flow field and salt mass trans-

port in the feed channel are calculated here. A summary of the gained results

is given in Figure 4.2. The relative error between the experimental results of

Alexiadis and the simulation is in the range from ηrel,sim−exp = 0.08 %...14.80 %.

Based on the experimental results, the permeate flux shows a high variability

even under similar boundary conditions. The average relative error between

simulations and experiments is ηrel,sim−exp = 5.2%.

Seawater conditions

Xie et al. [111] investigated an empty and a sinusoidal channel. The boundary

conditions for the SWRO case are listed in Table 4.2. In Figure 4.3, the sim-

ulation results are plotted against the experimental results for different per-

meate fluxes across the membrane jp. The permeate flux for the sinusoidal

geometries is consistently overestimated on average, similar to the simulation

results of Xie et al. [111]. On average, the flux is predicted with an relative er-

ror of ηrel,sim−exp =10.3 %. Both comparisons show deviations in the permeate

Table 4.2: Boundary condi-

tions for the com-

parison with exper-

imental data from

[111].

Variable Values Unit

ξF,Inlet 0.023, 0.029, 0.035 -
TF 293.15 K

pF 55 - 69
kg
h

Amem 5.24 ·10−7 m
bar s

uF,Inlet 0.148 m
s

Figure 4.3: Comparison of the CFD results

with experimental data from Xie et

al. [111], adapted from [8].

flux, which may result, for example, from experimental uncertainties in the

determination of membrane parameters or permeate flux. Another reason for

the differences are the simplified modeling approaches like the simulation of
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4.2 Quasi-2D Modeling of the Steady-State RO Process in Spiral-Wound Modules

the feed without considering the permeate channel and the constant mem-

brane parameters for different concentration and pressure conditions. Nev-

ertheless, both comparisons show that the simulation approach described in

Section 4.1 can predict the permeate flux with an averaged relative error below

ηrel,sim−exp =10.3 % for a wide range of boundary conditions, even with the de-

scribed simplifications. The proposed simulation approach is therefore a good

compromise between computational effort and accuracy and will be used for

the further analyses.

4.2 Quasi-2D Modeling of the Steady-State RO Process in

Spiral-Wound Modules

To transfer the results from the detailed analyses of the bench-scale experi-

ments and CFD simulations to an RO system, a steady-state quasi-2D model

was implemented into MATLAB [72]. The model resolves the field variables

in the primary flow direction but calculates these variables at the membrane

without resolving the entire profile normal to the membrane. For that, the

tool uses the resulting relations and parameters gained with the experiments

and CFD simulations. As starting point, the work of Borgmann [112] was

used. It was partially re-implemented to make the model consistent as well as

less computational expensive. In Subsection 4.2.1, the module geometry and

model assumptions will be presented. Based on this, the governing equations

will be introduced in Subsection 4.2.2. In Subsection 4.2.3, the verification of

the model will be presented. At the end of this section, the coupling with the

findings regarding pulsating flows gained with the dynamic CFD simulation

and experiments will be described in Subsection 4.2.4.

4.2.1 Module Geometry and Modeling Approach

The module geometry is depicted in Figure 4.4. A spiral-wound module con-

sists of envelopes including two membranes glued together and one permeate

channel separated by feed spacers. These envelopes are wound into a module.
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The feed flows axially through the modules, while the permeate flows spirally

towards the center of the module, where it is collected in a tube. This results in

a cross-flow operation mode. From a modeling point of view, this would lead

to a 3D simulation approach. Due to the high salt rejection and a high per-

meate flux through the membrane, differences in the permeate concentration

can be neglected and an averaged value is assumed.

Feed
Flo

w
D

ire
ctio

n

Permeate flow

direction

Feed flow direction

Permeate

pipe
Envelopes

Permeate

outlet

x

y

z
Feed spacer

Membrane

Permeate spacer

Figure 4.4: Sketch of a spiral-wound module.

Based on the description above, the following assumptions and simplifica-

tions are made to model the mass transport in a spiral-wound module:

- The flow is incompressible.

- The model only resolves the salt transport equation along the main feed

flow direction of the feed channel x .

- The state variables (i.e. pressure, temperature, and concentration) and

hydrodynamic properties are equally distributed across the flow direc-

tion in all membrane envelopes. Therefore, only one feed channel is cal-

culated with a top and bottom membrane.

- The influence of the curvature is neglected.

70



4.2 Quasi-2D Modeling of the Steady-State RO Process in Spiral-Wound Modules

- Concentration polarization in the permeate channel is neglected.

- Effects related to the entrance length on the steady-state Sherwood num-

ber are disregarded.

4.2.2 Governing Equations and Solution Procedure

The main governing equation is the steady-state salt transport equation along

the module

uF
∂ξF

∂x
= ΓF

∂2ξF

∂x2
−

jP(x)

ρF
ξP,AL. (4.16)

This equation is discretized into 20 elements using the finite volume method

in the main feed flow direction x. Due to the high values of the Peclet num-

ber of Pe> 106 the upwind discretization scheme is chosen for its stability. A

Dirichlet at the inlet and a Neumann boundary condition with a zero gradient

at the outlet are chosen as boundaries. The resulting equations are solved us-

ing fsolve from MATLAB [72]. The pressure loss gradient is calculated using

a fit from the measurements.

To calculate the velocity, a steady-state mass balance is solved in each finite

volume. jP is determined with Equations (2.5), (2.6) and (2.7). The salt mass

fraction at the membrane in the feed channel ξF,AL is calculated with Equation

(2.10). As the model only resolves the salt mass fraction in x and calculate ξF,AL

without resolving the entire profile in y , the model is called quasi-2D. Since the

permeate concentration is also not known a priori, these equations are solved

using an iterative subroutine, which is graphically shown in Figure 4.5. First,

the mass balances are solved using an estimation of ξP. The salt mass fraction

at the membrane ξF,AL is calculated using the film model, cf. Section 2.4. The

Sherwood number is determined with the correlation of Schock and Miquel

[60], cf. Equation (2.17). Using the Sherwood number, the mass transfer coef-

ficient β is calculated to solve ξF,AL using Equation (2.10). The permeate con-

centration is solved with

ξP =
js

js + jw
(4.17)
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Finally, the new permeate concentration and the residuum r esξP,q

r esξP =
〈ξP,q −ξP,q−1〉

〈ξP,q−1〉
< 1 ·10−3 (4.18)

are calculated. The iterative subroutine is seen as solved if the relative change

of the permeate concentration ξP is smaller than 1 ·10−3.

Setting inlet conditions for
ξF,Inlet,TF,Inlet and calculate
thermo-physical properties.

Time and spatial
integration of
Equation (4.16).

Postprocessing

Calculation of mass flow jP with
Equations (2.5) and (2.6).

Calculation of averaged velocity inside the finite
volume using a mass balance.

Determinination of Sh with Equation (2.17).

Calculation of ξF,AL with Equation (2.10).

Calculation of ξP and r esξP
with Equations (4.17) and (4.18).

r esξP < 1 ·10−3?

yes

no
q = q +1

Figure 4.5: Solution strategy for the quasi-2D modeling approach of the RO

module.

Input parameters

To calibrate the simulation model, only four parameters have to be deter-

mined experimentally: the Sherwood number to calculate the mass transfer

coefficient β, the pressure loss gradient ∇p along the module in mean flow

direction and the membrane parameters Amem and Bmem, cf. Equations (2.5)

and (2.6). These four input variables are listed in Table 4.3. Amem, Bmem and

∇pmod,stst are determined with experimental steady-state data of the RO mod-

ule and FO test-rig, cf. Section 3.1 and 3.2. Sh is calculated using Equation
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Table 4.3: Input parameters (steady-state) for the quasi-2D simulation model.

Input parameter Variable Unit Source of determination

Water permeability Amem [ m
bar s ] RO Module test rig, cf. Section 3.1

Salt permeability Bmem [ m
s ] RO Module test rig, cf. Section 3.1

Sherwood number Sh [-] Schock and Miquel [60]
Module pressure loss gradient ∇pmod,stst [Pa] RO Module test rig, cf. Section 3.1

and FO test rig, cf. Section 3.2

(2.17) [60]. The last two input variables are also needed for the pulsating case.

How the model is used to predict the performance of pulsating flows will be

described in Subsection 4.2.4.

4.2.3 Verification of the Quasi-2D Model

The model parameters Amem and Bmem are calibrated using different experi-

ments gained with the RO module test rig, cf. Section 3.1. The results can be

seen in Appendix F. To verify the basic assumptions, the model is verified with

the experimental data from RO module test rig, cf. Section 3.1. Here, the pres-

sure loss measured with RO module test rig was used, which can be found in

[82]. Figure 4.6 shows the experimental and simulated results for steady-state

operation conditions. Two variables characterize the performance of the RO

system: the recovery rate RR, cf. Figure 4.6a, and the resulting permeate salt

mass fraction ξP, cf. Figure 4.6b. Comparing the calculated and measured val-

ues, it can be seen that the predicted recovery rates for different pressures are

qualitatively and quantitatively in good agreement, whereas the deviations are

higher for lower pressures. The permeate salinity shows a larger discrepancy

between the experimental and simulated results, especially for higher temper-

atures, cf. Figure 4.6b. This can result from scattered measurements in the salt

permeability Bmem, cf. Figure F.1b, or simplifications in the model approach.

Although the absolute values slightly differ, the qualitative trend can be repro-

duced. Given the reasonable qualitative and quantitative agreement, it can be

concluded that the assumptions and simplifications used in the modeling of

the RO module are acceptable. The presented model is therefore used for the

further considerations.
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(a) Comparison of the recovery rate

RR at steady state for a feed temper-

ature of TF = 295 K.

(b) Comparison of the permeate

mass fraction ξP at steady-state for

feed temperatures of TF = 295 K, 302

K and 312 K.

Figure 4.6: Comparison of steady-state experiments with simulations for a

feed volume flow rate of V̇F = 950 l h−1.

4.2.4 Coupling with Pulsating Flows

As described before, the quasi-2D model calculates the steady-state perfor-

mance of the RO process within the spiral-wound module. In this subsection,

the strategy to calculate the time-averaged performance applying pulsating

flows is described. As the model does not temporally resolve the equations, it

allows for the determination of only time-averaged performance.

The strategy is graphically shown in Figure 4.7. As written before, the model

need four input parameters to calculate the performance, cf. Table 4.3. Amem

and Bmem to calculate the water flux jw and salt flux js across the membrane

are determined with experimental steady-state data of the RO module test rig,

cf. Section 3.1. These values do not change for the operation with pulsating

flows. To calculate the time-averaged permeate flux and salt concentration

applying pulsating flows, the additional pressure loss and the Sherwood num-

ber has to be provided to the model. The basic idea is to determine the ratio

of the steady-state and time-averaged pulsating values, multiply it with the

needed input variables and provide them to the model. The Sherwood num-
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Quasi-2D model (steady-state)

β = ΓF Sh
dh

ξF,AL = js

jP

(

e
jP

ρFβ −1

)

+ ξF e
jP

ρFβ

Dynamic CFD simulations

Steady-state experiments

(module test rig)

Literature

Dynamic module experiments

(bench-scale test rig)

EMTSh = Shpuls

Shstst

Wo
pF

AR(x)

jP(x)

∇pmod,puls−stst =
∇pmod,puls

∇pmod,stst

Shpuls

Shstst

Bmem

Amem

∇pmod,stst

∇pmod,puls

α

ξP,puls

ξP,stst

j P,puls

j P,stst

uF
∂ξF
∂x

= ΓF
∂2ξF

∂x2 − jP(x)
ρF

ξP,AL

jw = ρF,AL Amem NDP

js = Bmem ρF,AL
(

ξF,AL − ξPS,AL
)

V̇F TF ξF

Figure 4.7: Approach to calculate the performance of RO systems applying

steady-state and pulsating flows.

ber is needed to calculate the mass transfer coefficient β and the additional

pressure loss is needed to calculate the local permeate flux along the module.

The ratio of the pressure loss gradient ∇pmod,puls−stst is determined with dy-

namic RO module experiments. The ratio of Sherwood number EMTSh is cal-

culated with the CFD simulations, cf. Section 4.1. The Sherwood number for

pulsating flows depends on Wo, AR(x) and jP. AR(x) in turn depends on the

damping rate α of pulsating flows within the module. α has also to be deter-

mined with dynamic RO module experiments. To generate the input variables,

pulsating flows have to be analyzed for a wide range of different boundary

conditions, which is described in Chapter 5.
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4.3 Summary of the Numerical Methods

In the present chapter, the numerical methods have been presented. The find-

ings can be summarized as follows:

- First, the CFD model to simulate laminar, pulsating flows has been

introduced. For this purpose, the salt transport equation and a time-

dependent velocity source term were implemented in OpenFOAM. The

unit cell including two spacer filaments with periodic boundary condi-

tions is used as a representative computational domain. The flow and

salt transport equations are solved decoupled from each other. This al-

lowed to efficiently calculate the problem in the hydrodynamically and

thermodynamically developed region.

- The CFD solution approach including the salt mass transport through

the membrane was verified with steady-state literature data. The aver-

age error for BW conditions was ηrel,sim−exp =5.5 % and for SW conditions

ηrel,sim−exp =10.2%.

- The second part of the chapter focused on the quasi-2D simulation

model for spiral-wound module. The model was implemented in MAT-

LAB [72] and verified with experimental data from the test rig described

in Subsection 3.1. It could be shown that the simulation predict the per-

meate flux and the permeate salinity with an average error of around

ηrel,sim−exp =5-15 %, depending on the temperature.

- To evaluate pulsating flows in a complete RO module using the simula-

tion model described, the Sherwood number for pulsating flows has to be

determined. This Sherwood number is dependent on AR, Wo, jP and Re.

Additionally, the damping and increasing pressure drop has to be evalu-

ated to have a complete picture of the problem.

The next chapter will present the determination of the needed input parame-

ters in an experimental and numerical way.
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5 Mass Transfer Enhancement due to

Pulsating Flows in Spacer-Filled Channels

In the present chapter, the influence of pulsating flows on the mass transfer

across the membrane will be analyzed. First, the mass transfer enhancement

will be experimentally evaluated in Section 5.1. The simulations will be veri-

fied against experimental data obtained from the Forward Osmosis (FO) test

rig and Particle Image Velocimetry (PIV) experiments, cf. Section 5.2. In Sec-

tion 5.3 the flow fields and the interaction between the flow and salt mass frac-

tion field in terms of dynamic modes will be discussed. Additionally, the local

mass transfer between two filaments will be analyzed.

5.1 Experimental Evaluation of the Mass Transfer Enhance-

ment due to Pulsating Flows

In the present section, the experimental investigations with the FO test rig de-

scribed in Section 3.2 are presented. Based on the literature study (c.f. Sec-

tion 1.1.2) and fundamental considerations (c.f. Section 2.6.2), mainly the fre-

quency and amplitude determine the mass transfer enhancement due to pul-

sating flows. The experiments were performed with the following boundary

conditions: The frequency is adjusted via the frequency converter of the mo-

tor driving the Pulsation Generation Device (PGD). The amplitude depends on

the frequency and volume flow rate, but could be additionally adjusted with

the needle valve in the bypass (c.f. Figure C.2, NVd,1). To ensure that devia-

tions in a specific membrane sample did not influence the results, the experi-

ments were reproduced with different membrane sheets. The complete mea-

surement procedure is described in Subsection 3.2.
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Table 5.1: Boundary conditions for the experiments of the FO test rig.

Short Description Range Unit

pD,F Pressure draw and feed 1 ... 4 bar
TD,F Temperature draw and feed 293.15 K
ξD Salt mass fraction draw 0.17 -
ξF Salt mass fraction feed < 0.005 -
jw Water flux 2.5 ... 6 kg m−2 h−1

V̇D Volume flow rate draw 40 ... 44 l h−1

AR Amplitude ratio 0.7 ... 1.4 -
Wo Womersley number 5 ... 12 -

Re Averaged Reynolds number 138.6 ... 148.5 -

Instead of analyzing the flux enhancement EMT used in preliminary studies

[8] on the basis of the water fluxes under steady-state and pulsating flow con-

ditions,

EMT =
j w,puls

jw,stst
=

∆pAL,puls −∆πAL,puls

∆pAL,stst −∆πAL,stst
, (5.1)

the ratio of the osmotic pressure difference across the membrane E MT∆π is

used,

EMT∆π =
∆πAL,puls

∆πAL,stst
=

∆pAL,puls −
j w,puls

Amem

∆pAL,stst −
jw,stst

Amem

. (5.2)

The salt flux is neglected, since js << jw. EMT∆π indirectly measures the in-

crease or decrease of the concentration at the membrane compared to steady-

state conditions captured by the osmotic pressure. Thus, the change in mass

transfer can be directly compared. EMT∆π could also be calculated using the

salt flux. But this would lead to a larger measurement error since the salt flux

is smaller than the water flux ( js < 1·10−3 kg m−2 h−1). Therefore, the water flux

was used as reference. EMT∆π > 1 corresponds in the FO case to a mass trans-

fer enhancement since the solution is diluted towards the membrane within

the concentration boundary layer, cf. Figure 2.2b. A larger enhancement leads

therefore to a higher concentration at the AL. For an accurate comparison, the

feed concentration needs to be the same, which could be ensured by renewing

the feed before each experiment.
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Figure 5.1: EMT∆π plotted over Wo for different AR.

Figure 5.1 shows EMT∆π plotted over Wo for amplitude ratios between 0.8 <
AR < 1.35. The averaged values with error bars are plotted. The grey shaded

area represents the range of the theoretical maximum enhancement fac-

tors, calculated by using Equation (2.10) and a water flux in the range of

jw = 2.5 ... 6 kg m−2 h−1.

Despite a significant scatter, a trend towards larger EMT∆π for increasing Wo

up to Wo = 11.8 can be observed when considering the averaged values. For

Wo ≥ 6.8, this enhancement is significant compared to the theoretical limit,

which also corresponds to the findings in preliminary simulation studies [8].

The enhancement already reaches EMT∆π = 1.075 and stagnates there close

to the theoretical maximum of EMT∆π = 1.09±0.05 for Wo ≥ 9.8. A slightly de-

creasing trend for Wo ≥ 11.4 can be noted. A clear trend for different amplitude

ratios can not be observed.

As already described before, the scatter is large. It is therefore assumed that

the few averaged enhancement values below one result from the averaging of

these strongly scattering values. The reason for the large measurement scatter
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is inherent with the measurement error of the amplitude ratio, cf. Section 3.4,

and the low water flux across the membrane. Thus, already small variations

in the measurement of the time integrated flux by the mass balance lead to a

relative large scattering. In FO processes, the water flux is strongly decreased

compared to RO processes due to the strong influence of the internal con-

centration polarization (ICP) described in Section 2.3. The low water fluxes

of jw = 2.5 ... 6 kg m−2 h−1 result in a low external concentration polarization

(ECP) at the draw side, which only leads to a small enhancement potential

when applying pulsating flows. Therefore, the enhancement potential is not

as high as for larger fluxes, which are commonly reached for example in indus-

trial RO applications [49]. For these applications, an even larger enhancement

for a wider range of Wo is presumed.

5.2 Verification of the CFD simulation approach

Before a comprehensive numerical analysis of the pulsating flow in spacer-

filled channels will be performed, the CFD simulation will be validated against

experimental results. First, the simulation approach will be verified in terms

of flow dynamics using PIV experiments in Subsection 5.2.1. Second, the mass

transfer enhancement will be compared to the experimental results obtained

from experiments of the FO test rig in Subsection 5.2.2.

5.2.1 Comparison of the CFD Approach with PIV Results

In the present subsection, CFD simulations are compared with PIV measure-

ments described in Section 3.3. Results gained with the PIV setup can also

be found in preliminary studies [59]. The aim of this comparison is to verify

the needed mesh density and the choice of the laminar CFD simulation ap-

proach to capture all occurring flow dynamics for pulsating flows in spacer-

filled channels.

To avoid meshing and simulation of the entire test cell, 2D simulations of

the specific observation region, cf. Figure 3.2, with periodic boundary con-
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ditions at the inlet and outlet of the simulation region were performed. The

meshes for the zig-zag spacer contain a number of cells of 4.6 ·105 and 5.2 ·105

for the submerged spacer with specific refinements at walls and spacer fil-

aments analogously to the description in Subsection 4.1.2. The input vol-

ume flow rates for the simulations were calculated using the PIV measure-

ments. They were rebuilt to a continuous signal using a Fourier series to set up

the mean pressure gradient according to Subsection 4.1.3. Two experimental

cases are considered here: the experiment using the zig-zag test cell was per-

formed at an average Reynolds number of Re = 100, an excitation frequency

of fex = 8.9 Hz and an amplitude ratio of AR = 0.8. The experiment with the

submerged configuration was performed at an averaged Reynolds number of

Re = 100, an excitation frequency of fex = 12 Hz and an amplitude ratio of

AR = 0.7.

To verify the simulations, the velocity profiles of the time-averaged velocity

profiles u, the amplitude ̟ũ of the periodic fluctuations and the amplitude

of the aperiodic, broadband fluctuations ̟u′ of simulation and experiment

are compared. The aperiodic fluctuation amplitudes are calculated by sub-

traction of the periodic fluctuations calculated using a Fourier series from the

measured velocity. In the simulation, no aperiodic fluctuations occur, why it is

only shown for the experiments. The velocity profiles over the height are com-

pared at four distances from the upstream filament (x = 1, 10, 20, 25 mm).

Figure 5.2 shows the local profiles of the mentioned values for the submerged

configuration plotted over the height of the channel. It can be seen that the

time-averaged velocity profiles agree with only small deviations. This holds

true for all positions considered between the filaments. The amplitude ̟ũ is

also similar comparing simulation and experiment. Moreover, it is in the range

of ̟ũ = 2 ·10−3 ... 3 ·10−3 m s−1 and is almost constant over the height for all

positions considered. It can be observed that the time-averaged amplitude of

these fluctuations is very small compared to the averaged velocity. It lies in the

range of ̟u′ = 1 ·10−5 ... 2 ·10−4 m s−1.

Figure 5.3 shows the time-averaged velocity profiles u, the local amplitude

̟ũ of the periodic fluctuations and the amplitude of the aperiodic, broad-

band fluctuations ̟u′ of simulation and experiment for the zig-zag spacer
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(a) x = 1 mm. (b) x = 10 mm.

(c) x = 20 mm. (d) x = 28 mm.

Figure 5.2: Submerged configuration: Comparison of the time-averaged ve-

locity profiles u, the local amplitude of the periodic fluctuations

̟ũ and the amplitude of the aperiodic, broadband fluctuations ̟u′

at four distances x from the spacer filament downstream; simula-

tion: dotted lines, experiments: circles; adapted from preliminary

studies [59].

configuration at the described four positions plotted over the height of the

channel. Analogous to the submerged configuration, it can be seen that the

averaged velocity is well represented. A small vertical shift of the CFD ve-

locity profiles can be identified. This can be caused by small uncertainties
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5.2 Verification of the CFD simulation approach

(a) x = 1 mm. (b) x = 10 mm.

(c) x = 20 mm. (d) x = 28 mm.

Figure 5.3: Zig-zag spacer configuration: Comparison of the time-averaged

velocity profiles u, the local amplitude of the periodic fluctuations

̟ũ and the amplitude of the aperiodic, broadband fluctuations ̟u′

at four distances x from the spacer filament downstream; simula-

tion: dotted lines, experiments: circles.

of rebuilding the geometry. Comparing the amplitudes of the periodic fluc-

tuation ̟ũ, simulation and experiment only minimally differ. The ampli-

tude of the aperiodic fluctuations is very small and lies in the range between

̟u′ = 1 ·10−4 ... 1 ·10−3 m s−1. On average, they are negligible.
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Summarizing the results, it can be stated that the velocities can be predicted

with a small relative error. Therefore, the fully laminar approach is valid.

5.2.2 Comparison of the Mass Transfer Enhancement from CFD Simula-

tions with Data from the Bench-Scale Test Rig

In the present section, the simulated mass transfer enhancement is compared

to the experimental data. The results are obtained with the FO test rig de-

scribed in Section 3.2. The simulations were performed with the CFD config-

uration for the zig-zag spacer described in Section 4.1 using the unit cell ap-

proach with periodic boundary conditions. Only the bottom wall allows mass

transport across the membrane. The pulsating draw mass flow rate is deter-

mined via measurements with the orifice, cf. Section 3.4. This mass flow rate

is used to calculate the mean pressure gradient to adjust the averaged velocity

within the computational domain, cf. Section 4.1. To ensure the equal mass

transfer conditions, the average water flux j w is set constant according to the

experiment. The average Reynolds number is Re = 136.8.

Three representative experiments with different water fluxes jw, frequencies

Wo and amplitude ratios AR are used to verify the CFD simulation approach.

The boundary conditions are listed in Table 5.2. To compare the RO approach

and the experimental FO bench-scale results, the mass transfer enhancement

EMT∆π is used, cf. Equation (5.2). As described in Section 2.3, the basic mass

transfer principles of RO and FO are identical. Therefore, RO and FO will show

the same behavior at the same flux and hydrodynamic conditions for the com-

parison of the mass transfer enhancement of steady-state and pulsating flows.

This was justified in Section 2.4 in detail. In Subsection 4.1.5, it was shown that

the simplified modeling approaches are valid for a wide range of boundary

conditions. The results can be seen in Figure 5.4. The CFD simulations show

a good agreement with the experimental results with a maximum relative er-

ror of 18.8 %. Since the experiments show large scattering, cf. Figure 5.1, it

can be stated that the CFD simulations predict an enhancement at the same

magnitude as observed in the experiments. The deviations can be explained

by the relative error determining the amplitude ratio AR using the procedure
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5.2 Verification of the CFD simulation approach

Table 5.2: Boundary condi-

tions for the com-

parison of CFD and

FO experiments.

Wo [-] AR [-] jw [kg m−2 h−1]

11.8 1 1.2
13.1 1.2 2.5
14.3 0.9 2 Figure 5.4: Comparison of EMT∆π of CFD sim-

ulations with experiments in the

range of Wo = 11.8 ... 14.3 at

Re = 136.8.

described in Section 3.4. Deviations in the time-dependent flow rate lead to

deviations in the prediction of the mass transfer enhancement EMT∆π. Addi-

tionally, the experiments show scattering due to experimental uncertainties,

which was already discussed in Section 5.1. Another aspect is the 2D simu-

lation approach, which simplifies the real spacer geometry. Since only a 2D

simulation approach is used, this comparison cannot be seen as a full valida-

tion. Besides the already considered aspects, the local mass transport in RO

modules is also dependent on the hydrodynamic and thermodynamic devel-

opment length [113]. Nevertheless, the results in combination with the vali-

dation using the PIV measurements and verification with literature data show

that the 2D CFD simulations can predict the magnitude of the mass transfer

enhancement, even within the short length. This in turn demonstrates that the

unit-cell approach is a good approximation to characterize the mass trans-

fer enhancement of the entire RO module. With the benefit of less compu-

tational effort, the simplified approach is an appropriate tool to analyze the

mass transfer enhancement due to pulsating flows in spacer-filled channels.
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5.3 Numerical Investigation of Pulsating Flows in Spacer-

Filled Channels

After the experimental evaluation and verification of the simulation approach,

the underlying mass transfer phenomena will be numerically analyzed in de-

tail. The objective of this analysis is to investigate pulsating flows along the

module at various amplitude ratios, permeate fluxes, Reynolds, and Womers-

ley numbers. The analysis will be performed for Womersley numbers between

Wo = 10.5 and Wo = 14.9 for the submerged and Wo = 10.5 and Wo = 16.5 for

the zig-zag spacer configuration. Various averaged Reynolds numbers will be

considered in the range of Re = 68.4 ... 136.8. The amplitude ratios range from

AR = 0.2 to AR = 1.2. The simulations were performed with sodium chloride in

the feed channel. The average salt mass fraction is set to 〈ξF〉=0.035. The simu-

lations are performed with the CFD simulation approach described in Section

4.1.

Initially, the steady-state problem will be analyzed to identify potential ar-

eas for improvement in Subsection 5.3.1. Secondly, the dynamic flow and salt

mass fraction fields will be analyzed in Subsections 5.3.2, 5.3.3 and 5.3.4. At the

end of this Section, the average mass transfer enhancement will be quantified

in terms of the local Sherwood number in Subsection 5.3.5.

The flow and salt mass fraction fields for the pulsating flow cases will be eval-

uated in terms of dynamic modes using the method of Proper Orthogonal De-

composition (POD). An introduction into the method of the snapshot POD

method is given in Appendix D. The fundamental idea of this technique is to

identify the characteristics of dynamic flow fields by decomposing them into

a deterministic function of spatial functions modulated by time coefficients

ψi(t ) [114]. The modes are represented by Φi(x). The order i of the modes is

determined by the kinetic energy content of the periodic flow field of each

mode. The higher the order, the lower is the energy content. 100 snapshots for

each period were used for the analyses. Although the pattern of the different

modes cannot be interpreted as actually occurring flow structures, but only

as the weighted superposition of them ψi(t )Φi(x), the POD method allows to

identify the most energetically relevant dynamic modes and possible coher-
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ent flow structures [115]. The fewer relevant modes required to describe the

flow field, the easier the interpretation [115]. Additionally, the aim of this ana-

lysis is to identify a possible interference along the module when decreasing

AR and Re. The possible interaction would be needed to be considered in the

system modeling approach.

5.3.1 Analysis of the Steady-State Salt Mass Fraction and Flow Field within

Spacer-Filled Channels

In the present subsection, the steady-state problem of the submerged and zig-

zag spacer configuration will be discussed as reference for the pulsating cases.

The aim of this analysis is the identification of enhancement potentials for

pulsating flows. The analysis is performed for the feed channel.

Figure 5.5a shows the flow pattern within the submerged spacer configura-

tion for steady-state conditions. The velocity |uF| is normalized to the aver-

aged value 〈|uF|〉 = 0.1 m s−1, which corresponds to the averaged Reynolds

number of Re = 136.8, cf. Equation (2.18). It can be seen that the flow is ac-

celerated up to three times compared to the averaged velocity when passing

the constrictions by the filaments. A separation zone develops downstream of

the filament. The flow is steady, and no vortex shedding occurs, as observed

in the free-stream cylinder problem. Figure 5.5b shows the corresponding salt

mass fraction field ξF normalized by the averaged salt mass fraction 〈ξF〉. In

general, it can be seen that the salt mass fraction field is similar to profiles

in empty channels, which results from the mainly parallel flow. The height of

the concentration boundary layer increases upstream of the filament before

subsequently decreasing due to the acceleration along the filament.

Figure 5.6a shows the flow pattern inside the zig-zag spacer configuration for

steady-state conditions. It can be seen that the flow is accelerated by the chan-

nel constrictions due to the filaments. Flow separation zones develop both

upstream and downstream of the filaments. The downstream zone is of larger

scale. Figure 5.6b shows the corresponding salt mass fraction field ξF normal-

ized by the averaged salt mass fraction 〈ξF〉. It can be observed that the con-

centration boundary layer is thin at the region where the spacer filament con-
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(a) Relative flow pattern at steady-

state.

(b) Relative salt mass fraction field at

steady-state.

Figure 5.5: Flow and salt mass fraction field for the submerged spacer con-

figuration at steady-state conditions for Re = 136.8; the flow field is

normalized to the value 〈|uF|〉 = 0.1 m s−1 and the salt mass fraction

field is normalized to the averaged salt mass fraction ξF =0.035.

(a) Relative flow pattern at steady-

state.

(b) Relative salt mass fraction field at

steady-state.

Figure 5.6: Flow and salt mass fraction field for the zig-zag spacer configura-

tion at steady-state flow conditions for Re = 136.8; the flow field is

normalized to the value 〈|uF|〉 = 0.1 m s−1 and the salt mass fraction

field is normalized to the averaged mass fraction 〈ξF〉 =0.035.

stricts the channel. Up- and downstream of the filaments, the concentration

boundary layer strongly increases in the flow separation zones due to the low

convective mass transport. Regarding the mass transfer enhancement poten-

tial in the stationary field of the submerged spacer, it can be stated that the

highest enhancement potential lies in the disturbance of the concentration

boundary layer between the filaments. In this region, the largest concentra-

tions occur. Considering the zig-zag spacer configuration, particular attention
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has to be given by reducing the concentration especially in the separation

zone directly downstream of the filaments. Therefore, to efficiently enhance

the mass transfer, mixing especially within these regions has to be increased.

5.3.2 Flow Field Analysis of Pulsating Flows within the Submerged Spacer

After the analysis of the steady-state problem, the dominant dynamic flow

structures of pulsating flows for the submerged spacer are analyzed using the

method of POD. The POD modes are calculated using the periodic feed flow

field ũF. As it is written in Section 5.3, the analysis is performed for different

amplitude ratios AR, Womersley numbers Wo and averaged Reynolds num-

bers Re to characterize the development of the flow dynamics along the spiral-

wound module.

Dynamic flow field

Before discussing the POD analysis, the dynamic flow field is analyzed exem-

plary for AR = 1.0, Wo = 10.5 and Re = 136.8. Figure 5.7 shows the flow field

at ωt = 0,π/2,π,3π/2. It can be seen that the separation zone downstream of

the filament first increases during the acceleration phase until ωt = π/2 and

stays constant until ωt = π. During these phases, a backward flow can be ob-

served between the filaments. For ωt = 3π/2, the flow is completely perturbed

and vortex structures occur between the filaments. Comparing the dynamic

to the steady-state flow field in Figure 5.5a, it can be observed that the largest

perturbations occur at the location of the steady-state separation zone, cf. Fig-

ure 5.5a. To identify the most dominant flow structures for different dynamic

boundary conditions and to analyze the dynamics of them, the POD analysis

is performed in the following.

Mode energies of the periodic flow field

To efficiently analyze and compare the dynamic flow field for different Wo, AR

and Re, the most dominant modes have to be identified. According to Holmes

et al. [114], for low-order modeling, the number of low-order modes should

account for 90 % of the total energy, and no modes with a relative kinetic en-

ergy content of EΦ > 1 % should be omitted [116]. Although these limits are

empirical values, these empirical limits are also used in this work, since also
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Figure 5.7: Dynamic flow field within the submerged spacer at

ωt = 0,π/2,π,3π/2 for AR= 1.0, Wo = 12.9 and Re = 136.8.

the first two modes contain more than 98 % of the relative energy. There-

fore, it is assumed that these modes capture the dominant dynamic flow phe-

nomena. Figure 5.8 shows the averaged relative kinetic energy EΦ of the POD

modes. It can be seen that the first mode already contains the highest relative

energy of more than EΦ > 90 % independent of AR, Re and Wo. The higher Wo,

the higher is the relative energy of the higher order modes (i > 2). For constant

Wo, the same behavior can be observed for increasing AR and Re. Neverthe-

less, for higher order mode numbers of i > 2, the relative energy content is

EΦ < 1%.

POD modes and time coefficients for different Womersley numbers

Figures 5.9, 5.10 and 5.11 show the two major POD modes of the periodic ve-

locity field represented by the relative absolute magnitude normalized to the

maximum value |Φi |/|Φmax|. The modes calculated for Wo = 10.8,12.9,14.9

at AR = 1.0 and Re = 136.8 are arranged by order from top to bottom. For

all Wo considered, the vector field of the first mode represents the averaged

flow field at steady-state conditions, cf. Figure 5.5a. The second mode shows
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Figure 5.8: Relative kinetic energies of the POD modes for different pulsating

cases.

two symmetrical vortex zones directly downstream of the filaments with the

highest relative magnitude in the center of the channel. Negative vectors near

the membranes can be observed around position x = L. The magnitude is in-

tensified at higher frequencies. The corresponding FFT analysis of the time

coefficients can be seen in Figures 5.12a, 5.12b and 5.12c. Analyzing the FFT

spectra, it can be seen that all modes have dominant Womersley numbers at

Wo = 10.5,12.9,14.9.

Figure 5.9: POD modes of pulsating flows in the submerged spacer configura-

tion at AR = 1.2, Wo = 10.5 and Re = 136.8.
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Figure 5.10: POD modes of pulsating flows in the submerged spacer configu-

ration at AR = 1.2, Wo = 12.9 and Re = 136.8.

Figure 5.11: POD modes of the submerged spacer configuration at AR = 1.2,

Wo = 14.9 and Re = 136.8.

POD modes and time coefficients for different amplitude ratios

Figures 5.13 and 5.14 show analogous to the POD analysis before, the major

POD modes for two additional amplitude ratios of AR = 0.5 and AR = 1.0 at

Wo = 10.8 and Re = 136.8. Analogous to the considerations for increasing Wo,

both modes for each dynamic condition show the same structure and inten-

sity distribution for increasing AR. For larger AR, the negative vectors in the

second mode near the membrane becomes stronger. Figures 5.15a and 5.15b

show the FFT spectra of the corresponding time coefficients. It can be seen

that all time coefficients have their dominant frequency at the corresponding

excitation frequency of Wo = 10.8. As AR increases, the time coefficients show

a more sinusoidal behavior with a dominant Womersley number of Wo= 10.8.
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(a) FFT analysis at the dimension-

less excitation frequency Wo = 10.5.

(b) FFT analysis at the dimension-

less excitation frequency Wo = 12.9.

(c) FFT analysis at the dimension-

less excitation frequency Wo = 14.9.

Figure 5.12: Submerged spacer: FFT analysis at AR = 1.2 and Re = 136.8.

Figure 5.13: POD modes of pulsating flows in the submerged spacer configu-

ration at AR = 0.5, Wo = 10.8 and Re = 136.8.

POD modes and time coefficients for different Reynolds numbers

Figures 5.16 and 5.17 show, again analogously to the POD analysis before, the

major POD modes for two additional averaged Reynolds numbers of Re = 68.4

and Re = 102.6 at Wo = 12.9 and AR = 1.0. Also here, similar observations can
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Figure 5.14: POD modes of pulsating flows in the submerged spacer configu-

ration at AR = 1.0, Wo = 10.8 and Re = 136.8.

(a) FFT analysis at AR = 0.5. (b) FFT analysis at AR = 1.0.

Figure 5.15: Submerged spacer: FFT analysis at the dimensionless excitation

frequency Wo = 10.8 and Re = 136.8.

be made as for changes in Wo or AR. The dominant flow structures and magni-

tude distribution remain constant, changing only in level of magnitude. Fig-

ures 5.18a and 5.18b show the FFT spectra of the time coefficients. Also here,

the same observations can be made as for changes in Wo or AR. The FFT spec-

tra of the corresponding time coefficients have again the dominant frequency

at Wo = 12.9 with negligible larger frequencies.

Conclusion

The comparison of the different analyses shows that the dominant POD

modes are similar for the considered pulsating cases. The vector fields and the

dynamic behavior of the time coefficients of the POD modes do not change

significantly. It can be therefore concluded that the dominant flow structures

along the spiral-wound module remain the same for decreasing AR (due to
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Figure 5.16: POD modes of pulsating flows in the submerged spacer configu-

ration at AR = 1.0, Wo = 12.9 and Re = 68.4.

Figure 5.17: POD modes of pulsating flows in the submerged spacer configu-

ration at AR = 1.0, Wo = 12.9 and Re = 102.6.

damping) and Reynolds numbers (due to the permeate flux) when applying

pulsating flows. No interference or complex coupling of the modes along the

module is expected, which would have to be considered in the quasi-2D sim-

ulation model. With regard to the potential for mass transfer enhancement, it

can be noted that upstream of the filaments, the pulsations remain primar-

ily axial, and a significant enhancement is not expected. Near the filament,

the largest periodic changes in flow and flow direction can be observed in

the flow field, characterized by the first mode. The maxima of the POD mode

occur directly at the filament. It is anticipated that these periodic perturba-

tions normal to the wall contribute to an enhancement of the mass transfer,

cf. Section 2.6.2. An improved mass transfer is also expected due to the vortex

structures associated with the second mode. They enhance mixing within the

95



Mass Transfer Enhancement due to Pulsating Flows in Spacer-Filled Channels

(a) FFT analysis at Re =68.4. (b) FFT analysis at Re =102.6.

Figure 5.18: Submerged spacer: FFT analysis at AR = 1.2 and at the dimen-

sionless excitation frequency Wo = 12.9.

channel. When compared to the actual flow field, these structures and max-

ima correspond to the location of the periodically changing separation zone

downstream of the filament.

5.3.3 Flow Field Analysis of Pulsating Flows within the Zig-Zag Spacer

Analogous to the analysis of pulsating flows in the submerged spacer con-

figuration, this subsection examines the dominant flow structures in the zig-

zag spacer configuration using the method of POD. This is done for different

Womersley numbers Wo, averaged Reynolds numbers Re and amplitude ra-

tios AR, as it was written in Section 5.3.

Dynamic flow field

Prior to the POD analysis, the dynamic flow field of the zig-zag spacer is an-

alyzed for AR = 1.0, Wo = 12.9 and Re = 136.8. Figure 5.7 shows the flow field

at ωt = 0,π/2,π,3π/2. It can be seen that the separation zones downstream of

the filaments first increase until ωt = π/2 and remain constant until ωt = π.

At ωt = π, the separation zone upstream of the filaments strongly increases

and two vortex structures establish down- and upstream of the filament. For

ωt = 3π/2, the flow is completely perturbed and two vortex structures occur

between the filaments.

Mode energies of the periodic flow field

The dominant modes are determined by ordering them according to the av-
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Figure 5.19: Dynamic flow field within the zig-zag spacer at

ωt = 0,π/2,π,3π/2 for AR = 1.0, Wo = 12.9 and Re = 136.8.

eraged relative kinetic energy content of the periodic flow field EΦ, cf. Figure

5.20. In general, the energy decreases rapidly from the first mode to the fourth

mode from EΦ = 80 % below EΦ = 1%, except for Wo = 19.8. As already written

before, only modes with a relative energy content above EΦ > 1% are consid-

ered, since also the first three to four modes contain more than 96 % of the

total energy. For Wo < 19.8, the first three modes are analyzed. For Wo = 19.8,

the fourth mode is considered additionally.

POD modes and time coefficients for different Womersley numbers

Figures 5.21, 5.22 and 5.23 show the POD modes of the dynamic velocity field.

The POD modes are again represented by the relative magnitude Φi /Φmax. The

modes are arranged by order from top to bottom. Figures 5.24a, 5.24b and

5.24c show the FFT analysis of the corresponding time coefficients. The results

are shown for Wo = 10.5,12.9,19.8 at AR = 1.0 and Re = 136.8. For Wo = 10.5

and Wo = 12.9, the structure of the first mode is similar to the steady-state ve-

locity field, cf. Figure 5.6a. This mode thus represents in combination with

the time coefficient a periodic formation and breakdown of the separation
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Figure 5.20: Relative kinetic energies of the POD modes plotted sorted by or-

der for the zig-zag spacer configuration.

zone downstream of the filaments, cf. Figure 5.19. That does not apply for

Wo = 19.8. Here, the separation zones downstream of the filaments decrease,

and a second separation zone establishes between the filaments. In the sec-

ond mode, two smaller vortex-like structures between the filaments can be

identified, which correspond to the location of the establishing vortex struc-

tures near the membrane discussed before, cf. Figure 5.19. For Wo = 19.8,

these zones are smaller and move upstream. The same behavior can be ob-

served in the third mode for Wo ≤ 12.9. The third mode can be interpreted

as an upstream compressed second mode, while for Wo = 19.8, a third vor-

tex structure occur. The fourth mode shows vortex structures between the fil-

aments heterogeneously distributed. Comparing the FFT of the correspond-

ing time coefficients, it can be seen that Wo = 12.9 is the dominant Womers-

ley number for the first two modes. For higher modes of i ≥ 3, the dominant

Womersley number is at the second harmonic of fex, which corresponds to

Wo = 14.9, Wo = 18.2 and Wo = 28.0, respectively.

POD modes and time coefficients for different amplitude ratios

Similar to the previous POD analysis, Figures 5.25 and 5.26 show the major

POD modes for two additional amplitude ratios of AR = 0.5 and AR = 1.2 at

Wo = 12.9 and Re = 136.8. Comparing the modes for the different AR, the pat-

tern of the first two modes changes only slightly. The largest difference can be
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Figure 5.21: POD modes of pulsating flows in the zig-zag spacer configuration

at AR = 1.0, Wo = 10.5 and Re = 136.8.

Figure 5.22: POD modes of pulsating flows in the zig-zag spacer configuration

at AR = 1.0, Wo = 12.9 and Re = 136.8.

observed for the third mode upstream of the filaments. This mode only con-

tains a low relative energy of EΦ = 1%. For AR = 0.5, the vortex structures in

the third mode can again be considered as an upstream compressed version

of the second mode. Figures 5.27a and 5.27b show the FFT analysis of the cor-
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Figure 5.23: POD modes of pulsating flows in the zig-zag spacer configuration

at AR = 1.0, Wo = 19.8 and Re = 136.8.

responding time coefficients. It can be seen that the FFT for the different am-

plitude ratios do not differ from each other. They show an almost sinusoidal

profile at the dominant Womersley number Wo = 12.9 for the first two modes

and Wo = 18.2 for the third mode.

POD modes and time coefficients for different Reynolds numbers

Finally, Figures 5.28 and 5.29 show the POD modes analogous to the analy-

sis before for two additional averaged Reynolds numbers of Re = 64.2 and

Re = 102.6 at Wo = 12.9 and AR = 1.0. Comparing the modes, it can be seen

that the modes only slightly change in their pattern. The largest difference can

be observed in the intensity of the modes upstream of the filaments. Figures

5.30a and 5.30b show the FFT analysis of the corresponding time coefficients.

No significant difference can be identified. The time coefficients behave there-

fore as already described before.

Conclusion

In summary, the dynamic modes show similar pattern but change their en-
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(a) FFT analysis at the dimen-

sionless excitation frequency

Wo = 10.5.

(b) FFT analysis at the dimen-

sionless excitation frequency

Wo = 12.9.

(c) FFT analysis at the dimen-

sionless excitation frequency

Wo = 19.8.

Figure 5.24: Zig-zag spacer: FFT analysis at AR = 1.0 and Re = 136.8.

ergy distribution for the considered range at constant Wo. This is widely in-

dependent of AR or Re. Increasing Wo, the higher order modes become more

energetically relevant. All FFT analyses of the time coefficients show a single

dominant Womersley number at fex or the double of it, respectively. The first

mode captures in combination with the corresponding time coefficient the

periodic change of the steady-state flow field for Wo < 19.8, AR = 0.5 ... 1.2 and

Re = 136.8. At Wo = 19.8, the pattern of the first mode significantly changes.
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Figure 5.25: POD modes of pulsating flows in the zig-zag spacer configuration

at AR = 0.5, Wo = 12.9 and Re = 136.8.

Figure 5.26: POD modes of pulsating flows in the zig-zag spacer configuration

at AR = 1.2, Wo = 12.9 and Re = 136.8.

The separation zones are smaller and the maximum intensities are distributed

more heterogeneously along the unit cell. This indicates already a stronger

disturbance of the flow field near the membranes. For all pulsating conditions

considered, the higher order modes have their maximum intensity nearer the
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(a) FFT analysis at AR = 0.5. (b) FFT analysis at AR = 1.2.

Figure 5.27: Zig-zag spacer: FFT analysis at the dimensionless excitation fre-

quency Wo = 12.9 and Re = 136.8.

Figure 5.28: POD modes of pulsating flows in the zig-zag spacer configuration

at AR = 1.0, Wo = 12.9 and Re = 68.4.

membrane and show vortex-like structures distributed along the unit cell.

They contribute to perturbations and mixing within the membrane channel.

This especially applies for the region of the separation zones establishing in

the steady-state case. For increasing Wo, the vortex structures become smaller

and move upstream. Considering the change of the dynamic modes along the

module (changing AR and Re), it can be observed that the modes and time co-
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Figure 5.29: POD modes of pulsating flows in the zig-zag spacer configuration

at AR = 1.0, Wo = 12.9 and Re = 102.6.

(a) FFT analysis at Re = 68.4. (b) FFT analysis at Re = 102.2.

Figure 5.30: Zig-zag spacer: FFT analysis at AR = 1.0 and at the dimensionless

excitation frequency Wo = 12.9.

efficients only change slightly in their shape, frequency and magnitude. More-

over, for decreasing AR and Re, the third mode becomes less energetically rel-

evant. A complex dynamic behavior or interference of the dominant modes is

therefore not expected along the module. This simplifies the system modeling

problem.
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5.3.4 Salt Mass Fraction Field Analysis for Pulsating Flows within Spacer-

Filled Channels

After the analysis of the flow dynamics, the dynamic salt mass fraction field

is investigated in this subsection. The averaged Reynolds number is set to

Re = 136.8.

Dynamic salt mass fraction field

Before analyzing the dynamics using POD, the dynamic salt mass fraction field

is discussed using four snapshots during one pulsation cycle at ωt = 0, π2 ,π, 3π
2 ,

cf. Figure 5.31. The field is analyzed for AR = 1.0, Re = 136.8 and Wo = 12.9.

Figure 5.31 shows the salt mass fraction field |ξF| normalized by the averaged

salt mass fraction 〈|ξF|〉 = 0.035 for the submerged, cf. Figure 5.31a, and zig-

zag, cf. Figure 5.31b, spacer configuration. In general, the salt mass fraction

field is significantly perturbed and well mixed compared to steady-state oper-

ation, especially for the zig-zag spacer configuration. Small perturbations can

be identified between the filaments for the submerged spacer configuration.

In the case of the zig-zag spacer configuration, minor perturbations induced

by vortical velocity structures can be discerned downstream of the filaments.

(a) Submerged spacer configuration. (b) Zig-zag spacer configuration.

Figure 5.31: Relative salt mass fraction field for both spacer configura-

tions for the pulsating case at Re =136.8, AR = 1.0 and

Wo = 12.9 during one pulsation cycle.
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Considering the corresponding salt mass fraction at the membrane, which is

shown in Figure 5.32, maximum values of ξF,AL/〈ξF〉 = 1.21 for the submerged

spacer configuration are reached, which is almost three times lower, than for

steady-state operation, cf. Figure 5.5. When examining the dynamic pertur-

bations, it can be observed that the dynamic alteration is modest. For the

zig-zag spacer configuration, the highest salt mass fractions are observed pre-

cisely at the points of attachment between the filament and the membrane.

ξF,AL/〈ξF〉 reaches maximum values of ξF,AL/〈ξF〉 = 1.52. This is caused by the

flow stagnation zone at the attached filament. For the submerged spacer con-

(a) ξF,AL/〈ξF〉 for the submerged

spacer configuration.

(b) ξF,AL/〈ξF〉 for the zig-zag spacer

configuration.

Figure 5.32: Relative salt mass fraction at the membrane ξF,AL/〈ξF〉 for both

spacer configurations for the pulsating case at Re =136.8, AR = 1.0

and Wo = 12.9 during one pulsation cycle.

figuration, the largest periodic change of ξF,AL/〈ξF〉 is observed directly at and

downstream of the filament. For the zig-zag spacer configuration, the largest

variation is observed at the location of the opposite filament at x = 1/2L. An-

alyzing the periodic change of ξF,AL for all considered pulsating cases in the

work at hand, of which not all of them are shown here, in both spacer configu-

rations reveals a maximum relative amplitude of ARξF,AL,max = 6.7 %. Combin-

ing this finding with the results in Subsection 2.6.1, it can be concluded that

the quasi-steady-state approach of the mass transport through the membrane
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is acceptable.

Since the largest salt mass fraction perturbations occur primarily near the

membrane, the POD analysis is performed specifically for the periodic salt

mass fraction at the membrane ξ̃F,AL. This choice is justified by the fact that the

dynamic interaction between the flow field and the concentration boundary

layer is most important here. As changing AR or Re do not lead to a significant

change in flow dynamics, cf. Subsections 5.3.2 and 5.3.3, the POD analysis is

only performed for changing Wo at AR = 1.0, Re = 136.8. Due to the vertical

symmetry, only the top membrane is considered. The same conclusions can

be drawn for the bottom membrane. Instead of arranging the POD modes re-

garding the relative energy content, the modes are sorted regarding the aver-

age of the square magnitude of the volume-averaged periodic salt mass frac-

tion field. For the submerged spacer, the first two and for the zig-zag spacer

configuration the first four modes analyzed. These numbers are adapted from

the number of dominant modes for the dynamic velocity field, cf. Sections

5.3.2 and 5.3.3.

Submerged spacer: POD modes and time coefficients

Figure 5.33 shows the POD modes of the periodic salt mass fraction field at

the top membrane for Womersley numbers of Wo = 10.5,12.9,14.9 for the

submerged spacer configuration. Figures 5.33b, 5.33d and 5.33f show the FFT

analysis of the time coefficients to the corresponding modes shown in Figures

5.33a, 5.33c and 5.33e. It can be observed that the largest magnitudes occur at

the position of the filaments at x = 1/2 L and x = 3/2 L. Except for Wo = 10.5,

the largest values are reached in the second mode. For Wo = 10.5, different lo-

cal maxima are distributed along the unit cell. Increasing Wo, the two maxima

at the filament position become more pronounced. Considering the time co-

efficient analysis, the dominant frequency is at the corresponding excitation

frequency Wo. When comparing the modes with the velocity POD modes, the

two dominant maxima at the filaments correlate to the large magnitudes of

the first velocity mode. These maxima also correspond to the location of the

largest dynamic changes of the salt mass fraction, cf. Figure 5.32a. The max-

imum downstream of the filament also corresponds to the large intensity of

the second velocity mode.
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Zig-zag spacer: POD modes and time coefficients

Figure 5.34 shows the POD modes of the salt mass fraction field at the top

membrane for Womersley numbers of Wo = 10.5,12.9,19.8 for the zig-zag

spacer configuration. Figures 5.34a, 5.34c and 5.34e show the first four POD

modes. In Figures 5.34b, 5.34d and 5.34f, the FFT analysis of the correspond-

ing time coefficients can be seen. For Wo = 10.5 and Wo = 12.9, the shapes

of the modes are similar. The largest intensities are reached in the first mode

and occur upstream of the attached filament at x = 3/2 L. Increasing Wo, the

maximum moves upstream. The local maxima of the higher order modes can

be identified at the position of the opposite filament at x = 1/2 L and of the

attached filament x = 3/2 L. For Wo = 19.8, the dominant maxima are much

more concise. Here, the second mode has a dominant maximum downstream

of the attached filament. Considering the FFT analysis, all time coefficients os-

cillate almost harmonically. The time coefficients of the first two modes have

their dominant frequency at the excitation frequency at Wo = 10.5,12.9,19.8,

the third and fourth mode have their peak on the second harmonic at
p

2Wo.

Comparing the salt mass fraction modes to the velocity modes, a similar be-

havior can be observed. For larger Wo, the large intensities near the mem-

brane move upstream. This also applies to the vortices near to the membrane.

In general, the local intensity maxima of the velocity modes correspond to the

local maxima of the salt mass fraction modes at the membrane.

Conclusion

For both spacer configurations, no direct connection between a single velocity

and salt mass fraction mode can be identified but to the combination of them.

Regarding the submerged spacer case, maxima of the modes are observed di-

rectly around the filaments, where also the largest changes of ξF,AL and the

maxima of the first velocity mode occur. Considering the zig-zag spacer con-

figuration, the local maxima correspond to the highest intensities of different

high order velocity modes and the location of the vortical structures. Com-

paring the steady-state and dynamic flow and salt mass fractions field, it can

be concluded that pulsating flows strongly enhance mixing inside the spacer-

filled channel. For the zig-zag case, the periodic perturbation of the separa-

tion zones disturbs the formation of the concentration boundary layer up-

and downstream of the filaments. For Wo = 19.8, additional vortex-like struc-
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(a) POD modes at Wo=10.5. (b) FFT analysis at Wo=10.5.

(c) POD modes at Wo=12.9. (d) FFT analysis at Wo=12.9.

(e) POD modes at Wo=14.9. (f ) FFT analysis at Wo=14.9.

Figure 5.33: Submerged spacer: POD and FFT analysis of the salt mass frac-

tion field at the membrane at AR = 1.0 and Re = 136.8.
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(a) POD modes at Wo=10.5. (b) FFT analysis at Wo=10.5.

(c) POD modes at Wo=12.9. (d) FFT analysis at Wo=12.9.

(e) POD modes at Wo=19.8. (f ) FFT analysis at Wo=19.8.

Figure 5.34: Zig-Zag spacer: POD and FFT analysis of the salt mass fraction

field at the membrane at AR = 1.0 and Re = 136.8.
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tures in the higher order modes provide a further mixing in the channel and

perturbations of the salt mass fraction at the membrane. However, the pertur-

bations at the membrane are not strong. Therefore, potential transient trans-

port effects across the membrane are non-dominant, which is important for

the quasi-2D simulation approach. This is also consistent with the analysis in

Section 2.6.

5.3.5 Local Sherwood Number between two Filaments

As discussed in Section 5.3.4, mixing in pulsating flows is significantly en-

hanced for both spacer configurations compared to steady-state conditions.

In the present subsection, the corresponding local mass transfer enhance-

ment across the membrane is quantified by comparing the local Sher-

wood number for the pulsating and steady-state cases Shpuls/Shstst. Values of

Sh/Shstst > 1 correspond to a mass transfer enhancement. Additionally, the ra-

tio of the local vorticity flux Ωpuls/Ωstst and the local amplitude ̟y,AL normal

to the membrane are evaluated. The local amplitude ̟y,AL is calculated using

the permeate volume flux vP with

̟y,AL =
ARvP vP

f
. (5.3)

̟y,AL is used as an indicator of the perturbation of the boundary layer. As dis-

cussed in Section 2.6.2, the magnitude of the perturbation depends on the

local amplitude along the pulsating flow and Wo. Therefore, the local ampli-

tude normal to the membrane should therefore correlate to a mass transfer

enhancement. Again, the analysis is performed for the top membrane only.

Local Sherwood number analysis for the submerged spacer

Figure 5.35 shows the Sherwood number analysis at the top membrane for

the submerged case for Womersley numbers of Wo = 12.9,15.0 at AR = 1.0,1.2.

Shpuls/Shstst, cf. Figure 5.35a, is always greater than 1 along the unit cell. The

local shape with two maxima at the position of the filaments is similar for all

pulsating conditions considered. Increasing AR or Wo leads to a slight increase

of Shpuls/Shstst.
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Figure 5.35b shows the local time-averaged ratio of the vorticity flux

Ωpuls/Ωstst. A maximum can be identified between the filaments, where only

the magnitude of Ωpuls/Ωstst changes for the different pulsation conditions.

This increase can be attributed to the vortical structures contributed by the

second velocity POD mode, cf. Figure 5.12. The magnitude of Ωpuls/Ωstst in-

crease with increasing Wo.

Figure 5.35c shows the local amplitude ̟y,AL. Two maxima at the position of

the filaments can be observed. Increasing Wo and AR, the values of ̟y,AL de-

crease. The maxima can be attributed to the fact that the largest perturbations

within the boundary layer are induced by pulsations normal to the membrane

caused by the flow redirection due to the filament.

The increased vorticity flux results from vortex-like structures in the second

mode occurring downstream of the filaments. These vortex-like structures

contribute to a better mixing between the filaments. Due to the filament’s con-

striction, pulsations directed normal to the membrane are generated. During

the acceleration phase, there is a nonlinear increase in momentum normal to

the membrane. Simultaneously, the low bulk salt mass fraction upstream of

the filament experiences periodic transport from the bulk to the membrane.

The larger AR or Wo, the larger this perturbation. On the one hand, this re-

sults in a more pronounced periodic perturbation within the boundary layer,

leading to enhanced mass transfer and, consequently, a reduction in the salt

mass fraction at the membrane over time. On the other hand, these pulsations

induce periodic perturbations in the salt mass fraction within the boundary

layer and at the membrane resulting in an increased back diffusion, cf. Section

2.6.2. However, this effect is regarded as minor when compared to the other ef-

fects of induced normal pulsations. The maxima of ̟y,AL and Shpuls/Shstst also

correspond to the location of the maxima identified in the salt mass fraction

modes, cf. Figure 5.33, which also indicates a large perturbation at these lo-

cations. Both phenomena in combination, the better mixing between the fila-

ments and the disturbing by pulsations normal to the membrane, contribute

to an increased mass transfer at the membrane along the unit cell.

Local Sherwood number analysis for the zig-zag spacer

Figure 5.36 shows the Sherwood number analysis for the zig-zag spacer con-
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(a) Ratio of Sherwood number

Shpuls/Shstst for the pulsating and

steady-state case.

(b) Ratio of vorticity flux Ωpuls/Ωstst

for the pulsating and steady-state

case.

(c) Local amplitude ̟y,AL.

Figure 5.35: Local Sherwood number analysis in the submerged spacer for

pulsating flows.

figuration for Wo = 10.5,12.9,19.8, AR = 0.5,1.0,1.2 and Re = 136.8. Analogous

to the analysis of the submerged spacer, it can be seen that Shpuls/Shstst is

generally greater than 1, except at the position of the attachment point be-

tween filament and membrane at x = 3/2 L. Two maxima can be identified

upstream and downstream of the attached filament. It can be observed that

with increasing AR at Wo = 12.9, the value of the maximum increases. While
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the shape remains consistent, the location of the maximum slightly moves

upstream. This also applies for increasing Wo at AR = 1.0. For Wo = 19.8, the

maximum upstream of the attached filament moves further upstream and is

lower. Downstream of x = 3/2 L, the maximum shows the same trend for the

different conditions considered, except for that the maximum is larger.

Figure 5.36b shows the local time-averaged vorticity flux Ω for the pulsating

case normalized by the steady-state value Ωstst. It can be observed that the

shapes for increasing AR at Wo = 12.9 are similar, but the values increase. In-

creasing Wo, shape and magnitude change significantly. Additionally, an up-

stream shift of the local maxima can be observed.

Figure 5.36c shows the amplitude ̟y,AL along the unit cell. Local maxima can

be identified upstream of the attached filament, with the highest values being

attained at x ≤ 1/2 L. For Wo = 19.8, the local maximum is much wider than

for lower Wo. Increasing Wo or decreasing AR lead to to a decrease of ̟y,AL.

The largest enhancement can be identified up- and downstream of the at-

tached filament at x = 3/2 L. The prevention of a stable separation down-

stream of the filament zone hinders the formation of a large concentration

boundary layer. Furthermore, the vorticity flux is significantly amplified along

the entire unit cell. From x = 0 to x = L, the increase of the vorticity flux re-

sults from vortical structures contributed by the higher order velocity POD

modes at the bottom membrane. For x > L, the maxima are attributed to vor-

tical structures of the higher-order velocity POD modes, located in close prox-

imity to the top membrane. Comparing Figures 5.36a and 5.36b, it can be seen

that the local maxima of Shpuls/Shstst correlate to the local maxima of Ω/Ωstst

for x > L. This implies that the generated longitudinal vortical structures of the

higher-order modes near the top membrane contribute to a strong enhance-

ment of the local mass transfer. The vortical structures distributed throughout

the entire unit cell also enhance mixing within the entire unit cell. Addition-

ally, analogous to the submerged spacer, pulsations normal to the membrane

are induced by the filament and the periodic formation and buildup of the

separation zone downstream of the filaments. These phenomena described

also cause the augmentation of local perturbations near the membrane, char-

acterized by ̟ jp.
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(a) Ratio of Sherwood number

Shpuls/Shstst for the pulsating and

steady-state case.

(b) Ratio of vorticity flux Ω/Ωstst for

the pulsating and steady-state case.

(c) Local amplitude ̟y,AL.

Figure 5.36: Local Sherwood number analysis in the zig-zag spacer for pulsat-

ing flows.

Conclusion

A singular explanation for the mass transfer enhancement in spacer-filled

channels cannot be found conclusively. The complex geometry of the spacer-

filled channels leads to different local mass transfer enhancement phenom-

ena. The contribution of vortical structures, generation of pulsations normal

to the membrane and the prevention of stable separation zones hinder the for-
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mation of a large concentration boundary layer and lead to a better mixing as

well as local mass transfer along the unit cell. The mass transfer enhancement

along the entire unit cell is based on the synergy among these phenomena.

5.4 Summary of the Mass Transfer Enhancement due to Pul-

sating Flows in Spacer-Filled-Channels

The numerical results can be summarized as follows:

- Different flux measurements with the FO test rig showed that pulsating

flows have a positive influence on the mass transfer across the mem-

brane. The enhancement is significant for Wo > 6.8. This is in accordance

to preliminary studies [8].

- The CFD simulation model was verified using data from these measure-

ments and PIV data from measurements using Reynolds-similar spacer

test cells. It was shown that the CFD model could predict the mass trans-

fer enhancement and velocity profiles with an acceptable relative error.

- The analysis of the steady-state problem revealed that large concentra-

tion boundary layers establish in conventionally operated RO systems,

especially up- and downstream of the filaments due to the formation of

separation zones.

- The POD modes of pulsating flows and the analysis of the local mass

transfer showed that for both spacer configurations pulsations normal to

the membrane, vortex-like structures and the periodic formation of the

averaged flow field lead to an enhanced mixing. The perturbations are

intensified for larger AR and Wo.

- No predominant factor contributing to mass transfer enhancement dur-

ing the application of pulsating flows could be discerned. It is an inter-

play of the previously described induced flow phenomena.

In addition to improving mass transfer, higher frequencies also result in in-

creased energy demand and a higher damping rate. Therefore, to energetically
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benefit from the large mass transfer enhancement, optimal conditions have to

be found, where the enhanced mass transfer compensate the additional en-

ergy demand for the entire RO system. This is the topic of the next chapter.
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6 Pulsating Flows in Small-Scale RO

Systems

For an economical application of pulsating flows in RO systems, the improve-

ment of mass transfer has to result in an increased permeate flux with mini-

mal additional energy demand. The findings of the detailed experiments and

simulations of this work will be now transferred to the RO system to evaluate

the potential reduction in the specific energy consumption (SEC) by applying

pulsating flows.

First, the small-scale RO system to be analyzed and the relevant operation

window for the application of pulsating flows will be introduced in Section 6.1.

In Section 6.2, the needed time-averaged input parameters for the evaluation

of applying pulsation flows will be determined with the data gathered with

the FO test rig and Computational Fluid Dynamics (CFD) simulations. In Sec-

tion 6.3, the energy requirement of the application of pulsating flows in small-

scaled RO systems will be analyzed and optimal dynamic parameters will be

determined.

6.1 Operation Window and Setup of the Small-Scale Reverse

Osmosis Plant

The operation constraints for RO systems are represented by the so-called op-

eration window. Figure 6.1a shows three operation windows for three single

elements of the type DOW SW-2521 [85] connected in series. The boundaries

of each operation window are determined using the manufacturer’s data sheet

[85] and the simulation approach described in Section 4.2. The following con-

straints determine the operation window [117]:
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- Constraints due to mechanical stability: The mechanical stability of the

module limits the hydraulic pressure and maximum feed flow rate that

can be applied. The maximum feed flow rate is limited by the maximum

pressure loss, which would lead to destruction of the module. Both of

them can be seen as mandatory limits, which have to be kept to avoid

destroying the element.

- Constraints for stable long-term operation: The operating conditions

for long-term operation to minimize the fouling potential depend on the

fouling tendency of the feed. The tendency determines the lower limit of

the recommended retentate flow rates due to decreasing wall shear stress

with decreasing velocities. This limit must be determined empirically and

is given for different feed water compositions by the module manufac-

turer [85]. The fouling propensity also depends on the concentration po-

larization and therefore on the permeate flux. A maximum module recov-

ery rate of RRmod ≤ 0.15 based on the constraints in [85] is used to avoid a

strong difference in the flux at the end and beginning of the module.

- Constraints due to permeate quality: The needed permeate quality de-

termines the lower pressure limit. The lower the flux, the higher is the

concentration at the permeate side. This permeate limit can vary for

elements installed in series. A system permeate concentration below

ξP < 500 ppm is recommended.

In order to ensure a long lifetime, these limits must be maintained and are set

as boundary conditions in the applied simulation. For elements connected in

series, cf. Figure 6.1a, the operation window for each element (Element 1,2

and 3) shifts to higher pressures due to the increasing inlet concentration and

the constraint of permeate quality. The inlet concentration for each element

depends on RRmod of the element upstream. Thus, the operation window for

the elements connected in series shrinks. Therefore, the feed inlet conditions

of the first element cannot be chosen arbitrarily for each RO system.

Figure 6.1b shows the needed stages for a maximum module recovery rate at

a system recovery rate of RRsys = 0.3 for seawater desalination applications

using ERD and RRsys = 0.5 for brackish water applications, cf. Section 1.1.1.
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6.1 Operation Window and Setup of the Small-Scale Reverse Osmosis Plant

(a) Operation window of a single

spiral-wound module at different in-

let concentrations.

(b) Needed module recovery rate for

ideal and non-ideal systems.

Figure 6.1: Operation window of RO systems and minimum stages needed.

The plot shows the ideal case with booster pumps between each stage and the

non-ideal case without them. Additionally, to operate at the lowest energy de-

mand as well as investment cost, each element should be operated at the max-

imum element recovery rate. For the ideal system, RRmod equals the maximum

element recovery of RRmod = 0.15 in each stage. To calculate the needed ele-

ments or stages for an RO system, the maximum system recovery rate RRsys,max

for an ideal system with n−1 booster pumps between the n stages can be cal-

culated as follows

RRsys,max =
n∑

a=1

RRa

a∏

b=2

(1−RRb). (6.1)

In a system without booster pumps between the stages, RRmod decreases with

each stage due to increasing osmotic pressure. For system design purposes,

RRmod can be assumed to decrease reciprocally with the increase in concentra-

tion for each stage. This holds true, as the osmotic pressure is approximately

linearly proportional to the concentration in conventional RO systems [49].

The recovery rate for each stage or element can then be calculated with the
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recovery rate of the first stage, which is the maximum recovery rate

RRb ≃ RR1

b∏

a=2

(1−RRa). (6.2)

It can be seen in Figure 6.1b that the needed recovery rate decreases non-

linearly with the stages. The needed maximum recovery rate for BWRO sys-

tems only changes slightly for more than 6 elements, for a SWRO system

already above 3. If the maximum module recovery rate has to be below

RRmod = 15 % at least 6 elements for the non-ideal configuration (BWRO) are

needed. For SWRO systems at least 3 elements are needed to operate within

the operational constraints.

6.2 Influence of Pulsating Flows on the RO Performance

within Spiral-Wound Modules

As outlined in Section 2.6, a conclusion regarding the performance improve-

ment of pulsating flows in RO systems can only be drawn after analyzing three

factors: the increased power consumption, the damping of pulsating flows in

spiral-wound modules and the Sherwood number as a function of amplitude

ratio AR, Womersley number Wo, average Reynolds number Re and permeate

flux j P. The determination of these parameters is the aim of this section. The

needed input variables and the source of determination are listed in Table 6.1.

Table 6.1: Input parameters (time-averaged) for the quasi-2D simulation

model.

Input parameter Variable Unit Source

Damping rate α [m −1] FO test rig, cf. Section 6.2.1
Module pressure loss ∇pmod,puls−stst [-] FO test rig, cf. Section 6.2.2
Additional pressure pmax,PGD [Pa] FO test rig, cf. Section 6.3
Ratio of Sherwood numbers EMTSh [-] CFD Simulations, cf. Section 6.2.3
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According to Section 5.3.2 and 5.3.3, varying the dynamic flow parameters

along the module does not significantly change the dominant dynamic flow

structures. This allows a non-coupled modeling approach along the module.

The salt and water mass transport within the membrane can be treated as

quasi-steady-state, cf. Section 2.6.1.

6.2.1 Propagation of Pulsatile Flows in Spiral-Wound-Modules

Pulsating flows are dampened in spiral-wound modules by loss of kinetic en-

ergy due to friction losses or due to interactions with visco-elastic materials

[118, 119]. Due to the elasticity of the wall and the periodic pressure changes,

an additional transient radial velocity component occurs. Therefore, a wave

motion takes place between the fluid and wall, whereas the radial movement

can be considered as small. The higher the excitation frequency, the greater is

the influence of the visco-elastic material compared to the friction losses. For

PA, the material of the membrane, the damping due to the material is domi-

nant for fex > 6 Hz [86]. In a spiral-wound module, the problem is much more

complex due to the geometric configuration and material heterogeneity.

To measure the damping characteristics of the pulsation along a module, a

FilmTec seawater membrane module (DOW SW30-2521) with a diameter of

dmod = 0.051 m and a length of lmod = 0.48 m was integrated into the FO test

rig described in Section 3.2 by replacing the FO test cell (FOTC) with the mod-

ule. The pressure difference along the module and the absolute pressure at the

outlet of the module were measured. Since the test rig operated at ambient

pressure, no permeate flux across the membrane was established. This evalu-

ation allowed to estimate the relative damping of the amplitude ratio through

the module, while the effect of the recovery rate on damping is excluded. Am-

plitude ratios in the range of AR = 0.9 ... 1.3 are considered.

The discussion of the damping rate and its calculation is based on the stud-

ies of Meissner [118, 119], who analyzed pulsating flows in visco-elastic pipes.

This approach is transferred to the spiral-wound module using the hydraulic

diameter and the fit of the needed creep function with the experimental data.

The aim was to find a semi-empirical approach for the characterization of the
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damping. The solution approach for the pressure is

p(x, t ) = ̟pe−x(α+iω/uwave)e iωt (6.3)

and velocity

u(x, t ) = ̟ue−x(α+iω/uwave)e iωt e iϕ. (6.4)

̟p and ̟u are the amplitudes for the pressure and velocity, respectively, at the

inlet of the module and ϕ describes the temporal phase shift angle between

pressure and velocity. The local phase shift in relation to the feed inlet is de-

scribed by the term e−x(iω/uwave). α is the damping rate for pressure and velocity

pulsations, which defines the damping of the pulsation amplitude while pass-

ing the length x. It is calculated for the laminar case with [119]

α =
1

2
ρνuwave

(
Wo

dh

)2 [
32

Wo2

(
1

Elf
+ J ′

dh

δmem

)

+ J ′′
dh

δmem

]

. (6.5)

δmem is the wall thickness of the membrane of δmem = 250µm. Elf is the fluid

elasticity. For water, Elf is Elf = 2 · 109 N m−2. uwave is the wave propagation

speed, which is calculated for the laminar case with [119]

uwave =
√
√
√
√
√
√

2

ρ

√
[(

1
Elf

+ J ′
dh

δmem

)2
][

1+
(

32
Wo2

)2
]

+ 1
Elf

+ J ′
dh

δmem
− 32

Wo2 J ′′
dh

δmem

. (6.6)

J ′ and J ′′ are the real and imaginary part of the complex creep function, which

are material dependent constants. Finally, the idea is to fit these variables

to the data gained with experiments to get an approximation for the spiral-

wound module. The pressure measurements from the experiments were used

as input. According to Meissner [118, 119], the damping rate is the same for

pressure and velocity. Another important fact is that the damping rate is inde-

pendent of the amplitude and on the volume flow rate. The same holds true for

the creep function [119]. Therefore, the only important variable is Wo, which

has to be varied in the experiments. To fit now J ′ and J ′′, a MATLAB [72] op-

timization routine using fmincon was implemented with the following mini-

mization problem using a least-square approach

min
α

(

̟p,expe−lmodα−̟p,exp|x=lmod

)2
. (6.7)
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Using the experimental data gained with the described experiments leads to

the solution

J ′ = 1.6 ·10−7 m2N−1 and J ′′ = 1.2 ·10−7 m2N−1. (6.8)

Now, the local amplitude ratio AR(x) along the module can be calculated anal-

ogously to Equation (6.4) with

AR(x) =
̟ue−xα−u(x)

u(x)
, (6.9)

neglecting the local phase shift, which is valid since only averaged values are

considered in the quasi-2D simulation model. To verify the procedure, the ex-

perimental and calculated values of α are compared, cf. Figure 6.2. It can be

seen that α increases for increasing Wo. Comparing the calculated and mea-

sured value, it can be observed that the calculated values represent the median

of the measured values, which shows scattering.

Figure 6.2: Measured and calculated α plotted over Wo.

Although the details of the damping phenomena could not be identified with

the performed experiments and calculation procedure, the results allow to es-

timate the relative propagation of pulsations in spiral-wound modules for dif-

ferent Wo. This is important for the evaluation of the mass transfer enhance-

ment in the RO system. As the presented calculation procedure including the
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fitted values shows a good averaged accordance to the measurements, Equa-

tion (6.9) is used for calculating the local amplitude ratio in the quasi-2D sim-

ulation model.

6.2.2 Additional Pressure Loss in RO Systems applying Pulsating Flows

According to Section 2.6.2, not only the viscous forces but also the inertial

forces are responsible for the higher pressure loss of pulsating flows com-

pared to the steady-state operation. The higher the frequency and amplitude

ratio applied, the higher the pressure loss. To predict the performance reduc-

tion along the module due to the larger pressure drop and the time-averaged

energy consumption of the RO systems, two pressures are analyzed in this

section: the additional relative pressure loss along the spiral-wound module

and the needed maximum absolute pressure, which has to be overcome by

the pump to generate pulsating flows. For this purpose, the maximum pres-

sure upstream of the Pulsation Generation Device (PGD) excluding the pres-

sure drop of the orifice is determined. Only the measurements with the nee-

dle valve of the bypass closed are taken into consideration. This maximum

value multiplied with the average volume flow rate is regarded as the highest

amount of additional energy required resulting in the worst-case scenario, as

opposed to employing time-averaged pressure. Other pressure losses are not

considered, because it is assumed that the pulsations are completely vanished

until the end of the RO unit due to the damping. To analyze the pressure drop

along the module, the maximum pressure gradient is utilized, which is incor-

porated into the quasi-2D model to account for the worst-case scenario.

Pressure loss along the spiral-wound module

To evaluate the increased pressure loss along the spiral-wound module, the

RO module DOW SW30-2512 was installed in the test rig. Womersley numbers

in the range of Wo = 8.5 ... 13.2 were applied. The amplitude ratios varied from

AR = 0.8 ... 1.3, measured with the procedure described in Section 3.4. For the

comparison, Figure 6.3a shows the measured steady-state pressure gradient

plotted over Re and the curve fit. It can be seen that the pressure non-linearly

increases with Re. Figure 6.3b shows the ratio of the maximum pressure loss
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gradient for pulsating and steady-state conditions

∇pmod,puls−stst =
∇pmod,max,puls

∇pmod,stst
(6.10)

plotted over Wo calculated with the hydraulic diameter of the spacer. No sig-

nificant dependence was found in the measured amplitude ratios and volume

flow rate. Therefore, the results are plotted without differentiating between

different AR and volume flow rates. Besides, the maximum pressure gradients

calculated with the analytical solution for pulsating flows in channels at the

corresponding time-averaged Reynolds number for the amplitude ratios of

AR = 1.0, AR = 1.3 and AR = 1.7 are shown.

It can be seen that ∇pmod,puls−stst increases for increasing Wo. Comparing the

pressure loss increase with the analytical solution of pulsating flows in chan-

nels, cf. Section 2.6.2, it can be seen that the solution for AR = 1.7 represents

the median of the measured data. It is assumed that this similarity can be ex-

plained by the fact that for Wo > 3, the pressure loss increase is mainly caused

by inertial forces, cf. Figure 2.11b. Therefore, the increasing pressure loss is less

dependent on the geometry of the considered section for higher frequencies.

To consider the increasing pressure loss in the quasi-2D simulation model, the

results gained the with analytical solution are used as input. To account for the

difference for the spiral-wound module, the increase of the pressure gradient

along the module is calculated with a linear increase factor of 1.72:

∇pmod,puls−stst(AR,Wo) ≃ ∇pmax,puls−stst,analyt(1.72 ·AR,Wo). (6.11)

Additional pressure to generate pulsating flows

To calculate the additional energy consumption, the maximum pressure up-

stream of the PGD, which is periodically released through the PGD, was uti-

lized. This pressure is determined using the maximum pressure upstream of

the PGD excluding the pressure drop of the orifice. The results can be seen in

Figure 6.4. Additionally to the measurements, the different curve fits using a

regression model generated with the function fitnlm from MATLAB [72] are

plotted. It can be seen that pmax,PGD strongly increases with Wo and V̇D. This is

caused by the non-linear increasing inertia forces for Wo > 2, cf. Section 2.6.3.

The dependency on the amplitude ratio is only minor for 0.8 < AR < 1.2. The
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(a) Steady-state pressure gradient. (b) Pressure loss increase.

Figure 6.3: Pressure gradients along the module for the steady-state case and

pressure loss increase along the module plotted over Wo with an

averaged amplitude ratio of the experiments of AR = 0.99.

Figure 6.4: Maximum pressure upstream of the PGD for different AR and V̇D

plotted over Wo.

regression model of the measured additional pressure is incorporated to pre-

dict the energy demand for the operation of RO systems applying pulsating
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flows taking into account AR, V̇ and Wo.

6.2.3 Time- and Space-Averaged Sherwood Number Analysis

In addition to the membrane parameters and pressure losses, the quasi-2D

RO simulation model, cf. Section 4.2, requires the mass transfer coefficient β

as input parameter. For steady-state operation, it can be calculated with the

Sherwood number correlation of Shock and Miquel [60], cf. Equation (2.12).

To determine the change in β due to pulsating flows, the ratio of the time-

and space-averaged Sherwood numbers 〈Shpuls〉/〈Shstst〉 of the CFD simula-

tions is needed. Therefore, to transfer the results to the RO system, the cor-

relation between the Sherwood number applying pulsating flows 〈Shpuls〉 and

the Womersley number Wo, amplitude ratio AR, averaged Reynolds number

Re and permeate flux j P is required. Except for Wo, these parameters change

due to damping effects and the permeate flux across the membrane along the

module. Using the simulation model described in Section 4.1, the correlations

of 〈Shpuls〉/〈Shstst〉 and the values mentioned before are determined. The re-

sults from the CFD simulation, cf. Section 4.1, are shown in Figure 6.5.

In Figure 6.5a, 〈Shpuls〉/〈Shstst〉 is plotted over Wo for both spacer configu-

rations applied for different AR. In general, the values almost linearly in-

crease for increasing Wo. Considering the zig-zag spacer, the increase of

〈Shpuls〉/〈Shstst〉 stagnates at Wo ≥ 12.5 for AR ≥ 1.0 . Looking at the submerged

spacer configuration, the increase also stagnates for AR = 1.2 at Wo ≥ 12.5. At

Wo ≥ 13.5, the difference for AR ≥ 1.0 is only marginal.

Figure 6.5b shows 〈Shpuls〉/〈Shstst〉 plotted over AR at different Wo for both

spacer configurations. As written before, the values increase with higher am-

plitude ratios. At AR = 0.2, the Sherwood number for the zig-zag spacer con-

figuration hardly differ from each other for the excitation frequencies applied.

For AR ≥ 1.0, the values reach a limiting value. For the submerged spacer, the

difference of the values is only marginal at Wo ≥ 13.5.

Considering the dependency of 〈Shpuls〉/〈Shstst〉 on the averaged Reynolds

number Re, cf. Figure 6.5c, a similar tendency can be identified.
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(a) Dependency of 〈Shpuls〉/〈Shstst〉
on Wo at Re = 136.8.

(b) Dependency of 〈Shpuls〉/〈Shstst〉
on AR at Re = 136.8.

(c) Dependency of 〈Shpuls〉/〈Shstst〉on

Re.

(d) Dependency of 〈Shpuls〉/〈Shstst〉
on 〈 j P〉 at AR = 1.0.

Figure 6.5: Dependencies of 〈Shpuls〉/〈Shstst〉 on Wo, AR, Re and 〈 j P〉.

〈Shpuls〉/〈Shstst〉 linearly increases for higher averaged Reynolds numbers

Re for both spacer configurations. Figure 6.5d shows the correlation between

〈Shpuls〉/〈Shstst〉 and 〈 j P〉. Considering the submerged spacer configuration,

the ratio decreases for increasing 〈 j P〉. The increase of the steady-state Sher-

wood number Shstst due to the flux is more pronounced. For the zig-zag spacer,

the ratio shows a maximum at 〈 j P〉 = 25 kg m−2 h−1. This is based on the fact

that 〈Sh〉 for pulsating flows remains almost constant for 〈 j P〉 ≥ 25 kg m−2 h−1,
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whereas for the steady-state case, 〈Shstst〉 increases further.

Taking a comprehensive look at the values, it can be concluded that the

enhancement increases with higher Wo, AR and Re due to a stronger per-

turbation. However, the enhancement approaches a limiting value and only

marginally changes for AR > 1. Considering decreasing AR, Re and j P, it can

be expected that the mass transfer enhancement decreases along the module.

6.3 Energetic Evaluation of Pulsating Flows in Small-Scale RO

Systems

The findings of the present work are now integrated into the quasi-2D simu-

lation model described in Section 4.2. Two different simulation scenarios are

considered, the BWRO case with 6 modules and the SWRO case with 3 mod-

ules connected in series, according to the design requirements, cf. Figure 6.1.

The pulsations are generated directly upstream of the RO unit. Both systems

work at the energetically optimal system recovery rate. The BWRO system op-

erates at RRsys = 0.5 and the SWRO system at RRsys = 0.3, cf. Section 1.1.1.

The inlet flow rate is V̇F = 620 l h−1. The feed pressure is set according to

the operation window, cf. Figure 6.1a, to reach a permeate concentration of

ξP < 500 ppm.

For the pulsating cases, the enhancement represented by the increase of the

Sherwood number is considered as a function of different amplitude ratios AR,

frequencies Wo, Reynolds numbers Re, permeate fluxes j P, cf. Section 6.2.3.

The calculation of the enhancement is integrated into the iterative subroutine

of the quasi-2D simulation tool, cf. Section 4.2. The obtained value is used as

a pre-factor

Shpuls = EMTSh Shstst. (6.12)

Shstst is calculated using of the correlation from Equation (2.17). The enhance-

ment factor EMTSh is calculated using the CFD simulations and the arithmetic

mean of the averaged Sherwood numbers of zig-zag and the submerged con-
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figurations with

EMTSh =
1

2

(

〈Shzig−zag,puls(AR,Wo,Re, j P)〉
〈Shzig−zag,stst(Re, jP)〉

+
〈Shsubmerged,puls(AR,Wo,Re, j P)〉

〈Shsubmerged,stst(Re, jP)〉

)

.

(6.13)

The ratios of the Sherwood numbers are calculated using the results from the

CFD simulations, cf. Figure 6.5, based on a regression model generated using

the function fitnlm from MATLAB [72]. The arithmetic average is used to ac-

count for both spacer configurations equally. Besides this correlation, as writ-

ten before, the correlation of the damping rate α and the increased pressure

gradient ∆pmod,puls−stst are integrated into the quasi-2D simulation model, cf.

Figure 4.7.

To evaluate the benefit of pulsating flows, the relative specific energy require-

ment and the permeate quality are compared. ∆SECrel,puls−stst is the ratio of the

needed specific energy demand for the steady-state and pulsating case and is

defined as

∆SECrel,puls−stst =
SECpuls −SECstst

SECstst

. (6.14)

To account for the needed additional energy demand to generate pulsating

feed flow rates, SECpuls is calculated using Equation (1.1) and additional pres-

sure loss across the PGD adjusted for the applied amplitude ratio, excitation

frequency and volume flow rate:

SECpuls = SEC+
pmax,PGD(AR,Wo,V̇F)V̇F

V̇P

. (6.15)

The relative permeate salt mass fraction ∆ξP,rel,puls−stst,

∆ξP,rel,puls−stst =
ξP,puls −ξP,stst

ξP,stst

, (6.16)

is used to compare the permeate quality for the steady-state and pulsating

case. Figures 6.6 and 6.7 show the impact of pulsating flows for the BWRO and

SWRO scenario.
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BWRO system

Figure 6.6 shows ∆SECrel,puls−stst and ∆ξP,rel,puls−stst for the BWRO system. It can

be seen that the energy demand strongly increases for increasing Wo. The de-

mand increases for increasing AR. In all examined scenarios, the energy de-

mand of RO systems is larger for pulsatile feed flows than for steady-state op-

eration. However, the permeate salt concentration significantly decreases, cf.

Figure 6.6b. This results from the average reduced salt concentration at the

membrane due to the enhanced mass transfer at the membrane.

(a) Energy requirement. (b) Permeate quality.

Figure 6.6: BW scenario at RRsys = 0.5; comparison of the energy requirement

and permeate quality of the steady-state and pulsating case for dif-

ferent amplitude ratios and Womersley numbers.

SWRO system

Figure 6.7 shows ∆SECrel,puls−stst and ∆ξrel,puls−stst for the SWRO system. In Fig-

ure 6.7a, it can be seen that the energy demand for the operation with pulsat-

ing flows is lower than for the steady-state case Wo < 12. The minima for all

cases are between ∆SECrel,puls−stst = −5 % to ∆SECrel,puls−stst = −9 % at Wo = 7

depending on the amplitude ratio. For Wo > 12, the energy demand for pul-

sating flows is larger than for the steady-state operation. Figure 6.7b shows

the comparison of the permeate concentration for the steady-state and pul-

sating case. It can be seen that the permeate concentration is lower for all pul-

sating scenarios considered. The minima are between ∆ξrel,puls−stst =−17 % to
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∆ξrel,puls−stst =−23 % for Wo between 9.2 and 13, depending on the amplitude

ratio.

(a) Energy requirement. (b) Permeate quality.

Figure 6.7: SW scenario at RRsys = 0.3; comparison of the energy requirement

and permeate quality of the steady-state and pulsating case for dif-

ferent amplitude ratios and Womersley numbers.

Conclusion

For the BWRO system, the strong increase of the energy demand can be ex-

plained by the strong pressure loss increase and the low absolute pressure,

which is needed for the BWRO system. The enhanced mass transfer cannot

compensate the additional energy demand. Moreover, due to the damping,

the pulsating flow is already completely vanished in the third module, so more

than 50 % of the modules are operated completely at steady-state conditions.

For the SWRO system, the energy demand and the permeate salt mass fraction

is reduced for Womersley numbers below 12. Increasing the amplitude ratio

above AR > 1.5, the energy demand only decreases marginally. For Wo > 12,

the increased mass transfer cannot compensate the larger additional energy

demand. Considering the permeate quality, the permeate salt concentration

is strongly reduced for both systems. The occurring minima can be explained

by the contrary trends of damping rate and increasing mass transfer enhance-

ment for increasing Wo. For larger Wo, the increasing mass transfer enhance-

ment does not compensate the higher damping rates anymore.
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6.4 Summary of Pulsating Flows in Small-Scale RO Systems

This chapter can be summarized as follows:

- For the BWRO system, a minimum of six modules was required, and for

the SWRO system, a minimum of three modules was necessary to meet

the operational constraints of the considered RO modules.

- A semi-empirical approach was developed to calculate the damping of

pulsations along the module. The damping is considered as independent

of AR. The higher Wo, the higher is the damping along the module.

- The increased pressure drop over the module and the additional maxi-

mum pressure required to generate pulsating feed flows were evaluated.

For increasing Wo and AR, both variables increase non-linearly.

- The correlation between the enhancement over a wide range of AR and

Wo was developed. Comparing the zig-zag with the submerged spacer

configuration, it can be observed that the averaged mass transfer en-

hancement is larger for the zig-zag spacer configuration in general. For

the zig-zag spacer configuration, the values of 〈Shpuls〉/〈Shstst〉 between

3.8 and 7.8, for the submerged spacer configuration values between 1.9

and 5.0 were achieved.

- The quasi-2D model from Section 4.2 was used to predict the time-

average performance of RO systems operated with pulsating and steady-

state feed flows.

- For the BWRO system, the SEC strongly increases for increasing Wo com-

pared to the steady-state operation. For the SWRO system, the SEC is

lower than that of the steady-state operated system, for Womersley num-

ber below 12. A minimum of -9 % for Wo = 7 and AR = 1.5 was predicted.

Increasing Wo leads to a strong increase of the energy demand. Increas-

ing AR further, the improvement is only marginal.

- For both systems, the permeate salt concentration could be significantly

decreased. The minima, which occur due to contrary trends of increas-

ing mass transfer and increasing damping rate for increasing Womersley
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numbers, are between Wo = 9 and Wo = 12. A reduction of the salt con-

centration of -16 % could be predicted for the BWRO system and -22 %

for the SWRO system.

In summary, pulsating flows have the potential to substantially enhance the

performance by improving the permeate quality and reducing the SEC. How-

ever, the extent of the performance enhancement is highly contingent upon

the specific characteristics of the RO system. For BWRO systems, pulsating

flows are only recommended, if the permeate quality is critical. The benefi-

cial increase of the mass transfer enhancement cannot compensate the strong

pressure loss increase and therefore the strong decrease of the flux across the

membrane along the module. If the energy demand should be reduced, it is

recommended to use an energy recovery device (ERD) instead of operation

with pulsating flows. For SWRO systems, it is recommended to use pulsating

flows with Womersley numbers at Wo = 7 and AR ≤ 1.5 to significantly de-

crease the energy demand at a significant enhancement of the permeate qual-

ity. For AR > 1.5, no significant performance enhancement could be observed.

Since also the mechanical stress increases for increasing AR, AR should not

be arbitrarily increased. As a result of the decreased permeate salt mass frac-

tion, there is also the potential to expand the operational window to encom-

pass larger module recovery rates and reduced feed pressures, cf. Section 6.1.

Furthermore, the increased wall shear stress, particularly at the module’s in-

let, can reduce the fouling potential and thereby allow larger module recovery

rates. Both could lead to lower energy and investment costs.
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7 Summary and Conclusion

The large energy demand of Reverse Osmosis (RO) systems remains one of

the major drawbacks of this technology. Its reduction is therefore subject of

current research. The large amount of energy is required to overcome the os-

motic pressure by the hydraulic pressure to drive the diffusion process of the

permeate across the membrane. The formation of a concentration boundary

layer at the membrane leads to an increased osmotic pressure and thus to a

higher specific energy consumption (SEC) per cubic meter of permeate. The

objective of the present work was to use pulsating flows to actively disturb the

concentration boundary layer and reduce the SEC. Based on detailed investi-

gations of the flow phenomena and their interaction with the concentration

boundary layer, the benefits of applying pulsating flows compared to steady-

state operation of RO systems were evaluated. For this purpose, three main

parameters needed to be determined: damping rate, pressure loss and mass

transfer.

To meet the objectives, different simulation tools and experimental methods

were developed. With these methods, different analyses were conducted. The

following conclusions can be drawn:

For the investigation of the mass transfer in pulsating flows, RO and Forward

Osmosis (FO) test rigs were used. Contrary to the RO system, the FO system

works under atmospheric pressure, which simplified the measurements. Fun-

damental theoretical investigations showed that due to the similarity of the

mass transfer in FO and RO processes, it is legitimate to directly transfer the

results from FO experiments regarding the mass transfer enhancement to RO

processes and vice versa at the same permeate flux, pH value and flow condi-

tions.

Additional theoretical investigations of the mass transport through the exter-
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nal (at the membrane) and internal (within the membrane) concentration po-

larization layers were performed to identify the dominating mass transport

resistances for RO processes. This analysis revealed that the mass transport in

the concentration boundary layer at the feed side is the dominant and limit-

ing dynamic mass transport process. For the investigation of the interaction of

axial pulsating flows and the concentration boundary layer, an analytical solu-

tion for the salt mass transport in empty channels was developed. Pulsations

parallel to the membrane result in a decrease of the Sherwood number, while

even small pulsations normal to the membrane reduce the concentration at

the membrane compared to steady-state operation. This is attributed to the

enhanced diffusivity along the primary pulsation direction.

A FO lab-scale test rig was used for dynamic experiments. To determine the

amplitude ratio, measurements of the pressure drop over an orifice were used.

The evaluation procedure was calibrated with PIV measurement data. The

newly developed evaluation procedure enabled the measurement of the am-

plitude ratio with a mean relative error below 50 % for the dynamic conditions

considered in the work at hand. Different water flux measurements with the

FO test rig showed that pulsating flows have a positive influence on the mass

transfer across the membrane. The enhancement is significant for Womersley

numbers of Wo > 6.8.

A Particle Image Velocimetry (PIV) measurement setup to investigate pulsat-

ing flows in Reynolds-similar spacer-filled channels was developed. To study

details of the salt mass transport in laminar, pulsating flows within a sub-

merged and zig-zag spacer, a 2D Computations Fluid Dynamics (CFD) model

was developed. The CFD model was verified with the data of the flux mea-

surements of the FO test-rig and PIV measurements. The CFD simulations

of pulsating flows within the spacer-filled channels were analyzed using the

Proper Orthogonal Decomposition (POD) method. Changing time-averaged

Reynolds numbers or amplitude ratios did not lead to a significant change

of the dominant POD modes. An examination of the POD modes and the

local Sherwood number between the filaments showed that pulsations nor-

mal to the membrane, vortex-like structures and the periodic formation and

breakdown of separation zones lead to a strongly increased mass transfer. A
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predominant reason for the mass transfer enhancement could not be deter-

mined. It is an interplay among the flow phenomena described before, which

are induced by pulsating flows. The perturbations are intensified for larger AR

and Wo.

However, increasing Womersley numbers are associated with higher damping

rates. These damping rates were determined using a semi-empirical approach

and module experiments with the FO bench-scale test rig. The energy require-

ment also increases with increasing AR and Wo. Using the FO test rig, the in-

creased pressure drop over the module and the additional pump energy re-

quirement were evaluated. For increasing Womersley numbers and amplitude

ratios, both pressures increased non-linearly, reaching up to three times the

steady-state value. An analysis of the time- and volume-averaged Sherwood

number revealed that the improvement increases with increasing amplitude

ratios, Womersley and Reynolds numbers. On average, the Sherwood number

under pulsating flows increased by 1.9 to 5.0 times compared to steady-state

for Womersley numbers between 9.5 < Wo < 14.0 and amplitude ratios of 0.5

< AR < 1.2. For Womersley numbers of Wo > 13.5 and amplitude ratios of AR >

1.0, the increase becomes smaller.

To transfer the findings to an entire RO system, a quasi-2D simulation tool

for RO modules was developed. This model was used to predict the time-

averaged performance of RO systems operated with steady-state and pulsat-

ing flow rates based on the findings of this work. A regression model of the ex-

perimental and simulation data was integrated into the quasi-2D simulation

model. Utilizing these correlations, it could be demonstrated that pulsating

flows can effectively reduce the energy demand and permeate concentration

for small-scale seawater RO systems. For brackish water RO systems, the en-

ergy demand was increased from 8% to 90 % for Womersley numbers between

4 < Wo < 20. For seawater RO applications, an optimum Womersley number of

Wo = 7.0 at an amplitude ratio of AR = 1.5 was determined. Here, the SEC could

be reduced by 9%. As the amplitude ratios increase, the energy requirement

decreased, while the effect is minimal at amplitude ratios above 1.5. The per-

meate salinity could be reduced for both RO systems by 16 % for the brackish

water and 22 % for the seawater system, respectively.
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Summary and Conclusion

In short, it has been demonstrated that pulsating flows have the potential for

the performance improvement, not only in terms of mass transfer but also in

reducing the energy demand for an entire RO system. However, several unre-

solved questions persist, necessitating attention in future research. 3D sim-

ulations should be performed to identify the flow phenomena in real spacer

geometries. This could improve new spacer designs suitable for dynamic op-

eration. Having a look on the measurements, the determination of the ampli-

tude ratio has to be improved. In addition, the mechanical stresses in the en-

tire RO system need to be investigated to evaluate the practicality of pulsating

flows. Moreover, the long-time performance has to be investigated, especially

with a focus on bio-fouling. As also the wall-shear stress increases with pulsat-

ing flows, this could reduce bio-fouling. Combined with the mass transfer en-

hancement and the potential for higher recovery rates, a long-term reduction

in fouling would lead to higher productivity while also reducing operational

and maintenance costs. Together with the development of ultra-permeable

membranes, pulsating flows can pave the way to highly efficient RO systems

with lower environmental impact.
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A Appendix: Analytical Solution of

Hydrodynamics of Pulsating Flows in

Simple Channels and Pipes

In this section, the derivation of the solution of the velocity for pulsating flows

in channels, developed by Haddad et al. [23] is presented. Their study is based

on the work of Uchida [76], Ray et al. [74] and Ünsal et al. [75]. The configura-

tion is given in Figure A.1.

Membrane −vw

Membrane vw

Symmetry

uF(y, t )

ξF,b

ξF(x, y, t )

H

x

y

Figure A.1: Channel Configuration.

Using the assumptions declared in Section 2.6.2 and the assumption of an in-

compressible flow,

∂uF

∂x
= 0, (A.1)

leads to the 1D flow problem

∂uF

∂t
= −

1

ρF

∂pF

∂x
+ νF

∂2uF

∂y2
. (A.2)
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Appendix: Analytical Solution of Hydrodynamics of Pulsating Flows in Simple Channels and
Pipes

Using the decomposition for periodic laminar flows,

uF(y, t ) = uF(y) + ũF(y, t ), (A.3)

Equation (A.2) can be represented by the steady-state part

νF
∂2uF

∂y2
+

pF

ρF
= 0 (A.4)

and the periodic part

∂ũF

∂t
+ νF

∂2ũF

∂y2
+

p̃F

ρF
= 0. (A.5)

Equation (A.4) can be solved analytically with the following solution

uF =
(

1−
y2

H 2

)
∂pF

∂x

H 2

3ρFνF
. (A.6)

The solutions for pulsating flows with fluctuating velocities ũF,

ũF(y, t ) =
∞∑

n = 1

uF,ne iωnt (A.7)

and specific pressure gradients

P̃F(t ) = −
1

ρF

(
dp̃F

dx

)

=
∞∑

n = 1

PF,ne iωnt , (A.8)

which can be represented by a Fourier series, were found by Ünsal et al. [75].

Inserting Equations (A.7) and (A.8) into Equation (A.5) results in the following

equation

∂2uF,n

∂y2
+

−iωn

νF
uF,n +

PF,n

νF
= 0. (A.9)
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Equation (A.9) is a Bessel differential equation and has the following solution

for the channel [75]

uF,n(y, t ) = c0 cosh

(

y

√

iωn

νF

)

+ c1sinh

(

y

√

iωn

νF

)

+
PF,n

iωn
. (A.10)

Using the no-slip boundary condition at y = H at the wall of the channel

uF = 0 (A.11)

and the symmetry boundary condition at y = 0

∂uF

∂y
= 0, (A.12)

the constants c0 and c1 can be determined as

c1 = 0 (A.13)

and

c0 = −
pF,n

iωn

1

cosh
(

H
√

iωn
νF

) . (A.14)

This results in following solution [23]:

uF(y, t ) =
3

2
uF






(

1−
y2

H 2

)

− ℜ







∞∑

n = 1

i
PF,nνF

P FωnH 2




1−

cosh
(

y
√

iωn
νF

)

cosh
(

H
√

iωn
νF

)




e iωnt










 .

(A.15)
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Appendix: Analytical Solution of Hydrodynamics of Pulsating Flows in Simple Channels and
Pipes

Without derivation, the solution for pipe flows with coordinates x and r is

given by [23]

uF(r, t ) = 2uF






(

1−
r 2

R2

)

− ℜ







∞∑

n = 1

i
2PF,nνF

P FωR2n




1−

J0

(

r
√

iωn
νF

)

J0

(

R
√

iωn
νF

)




e iωnt










 .

(A.16)
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B Appendix: Derivation of the Analytical

Solution of the Mass Transport in Empty

Channels

This section includes the derivation of the analytical solution presented in

Section 2.6.2. The derivation of the solution is based on [73, 77, 78].

The solution needs to be developed for ξF = ξF + ξ̃F. Using this decomposition

as well as the assumptions described in Section 2.6.2, results in two equations

for the steady state part

uF
∂ξF

∂x
= Γ

∂2ξF

∂y2
, (B.1)

and the dynamic part

∂ξ̃F

∂t
+ ũF

∂ξF

∂x
+ ũF

∂ξ̃F

∂x
= Γ

∂2ξ̃F

∂y2
. (B.2)

A solution of the form [73]

ξF(x, y, t ) = ξF(x, y) +
∞∑

n=1

ℜ
{

∂ξF

∂x
ΨF,n(y)e2iωnt

}

(B.3)

can be found for Fourier series type fluctuations using the assumption that

the time-dependent gradient is small than the general gradient
∣
∣
∣
∂ξ̃F
∂x

∣
∣
∣ <<

∣
∣
∣
∂ξF
∂x

∣
∣
∣

[22]. Based on the studies of Zhang and Kurzweg [120], Kim et al. [121] and

Blythman et al. [78], this fluctuating gradient can be assumed as negligible.
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Appendix: Derivation of the Analytical Solution of the Mass Transport in Empty Channels

The n-th part of the Fourier series of the time dependent part of Equation (B.2)

can be formulated as

Γ
∂2
ΨF,n(y)

∂x2
+uF,n(y)− iωnΨF,n(y) = 0. (B.4)

This equation is a Bessel differential equation and has a solution of the form

[73]

ΨF,n(y) = c2sinh



y

√

iωn

Γ



+ c3 cosh



y

√

iωn

Γ





+
pF,n

i 2ω2n2






Sc

Sc−1

cosh
(

y
√

iωn
νF

)

cosh
(

H
√

iωn
νF

) −1




 .

(B.5)

Using the symmetry of the channel at y = 0,

∂ΨF

∂y
= 0, (B.6)

results in

c2 = 0. (B.7)

The boundary conditions at the membrane (y = H) using the assumption of

an ideal membrane is

−ξF,AL( jp) + ρF AmemΓF
∂ξF,AL

∂y
= 0. (B.8)

The permeate flux jp can be calculated using the solution-diffusion model

jP = ρF Amem(pF −pP −πAL)+ρF Amem(p̃F − π̃F,AL). (B.9)
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Using the assumption that the fluctuating pressure resulting from the pulsat-

ing flows is negligible (p̃F << pF) and a linearization of the osmotic pressure

πF
∼= CπξF, (B.10)

which is valid for the concentrations occurring in RO systems, the flux can be

calculated with ∆p = (pF −pP)

jP = j P + j̃P = ρF Amem(∆p −πAL)−ρF AmemCπξ̃F,AL = 0. (B.11)

Using the decomposition of Equation (B.11), the boundary condition (B.8) re-

sults in

−ξF,AL j P − ξ̃F,AL j P −ξF,AL j̃P − ξ̃F,AL j̃P +ρΓ
∂ξF,AL

∂y
+ρFΓF

∂ξ̃F,AL

∂y
= 0. (B.12)

Different researchers showed that the fluctuations of temperature or concen-

tration are small in pulsating flows in pipes or channels [22, 71, 73, 77, 78].

Therefore it can be assumed that the nonlinear term ξ̃F,AL j̃P ∝
(

ξ̃F,AL

)2
is small

compared to the linear terms. Using this linearization and inserting Equation

(B.11) into the boundary condition (B.8), the constant c3 can be calculated af-

ter some algebra as

c3 =
−pF,n

i 2ω2n2(Sc−1)cosh
(

R
√

iωn
ΓF

)

(

ρFξF AmemCπ− j P +ρ
p

iωnνF tanh
(

R
√

iωn
νF

))

(

ρξF AmemCπ− j P +ρF

p
iωnΓF tanh

(

R
√

iωn
ΓF

)) .

(B.13)

Inserting c3 in Equation (B.5) leads to the solution of the time dependent mass

fraction for pulsating flows in empty RO membrane channels.
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C Appendix: Experimental Setups and

Experiments

C.1 Technical Details of the Small-Scale Reverse Osmosis Sys-

tem

Figure C.1 shows the P & ID of the module test rig, adapted from [59]. The

feed water was pumped from the feed tank (FT) to the HPP via the low pres-

sure feed pump (LPPF). It was pressurized up to around 2 bar. Before entering

the HPP, the feed was filtered with two pre-filters for particles of 50 microns

(FF,1) and 5 microns (FF,2). A buffer tank (BT) with a volume of VBT = 5 l was

installed between both pumps. A flush tank (FLT) with a volume of VFLT = 40 l

filled with permeate was installed to clean the spiral-wound module periodi-

cally. Downstream of the flush tank, the feed flowed through the spiral-wound

module, where it was desalinated. The permeate was filtered with an active

carbon filter (ACF). The system was cleaned after each experiment. The feed

was pressurized up to a maximum of pF = 16 bar, which allowed to desalinate

brackish water with a salt mass fraction of ξF = 4000 ppm with a recovery rate

of RR = 21 %. The retentate and permeate were returned to the FT to keep the

inlet concentration constant.

Control and Measurement Devices

The RO unit was controlled via the National Instruments software tool Lab-

View and two Arduino micro-controllers for temperature and pressure con-

trol. The original system was modified in two ways to simulate different dy-

namic situations during a common operation: integration of a puls-width

modulation (PWM) unit for power control and a pressure relief valve (PRV)

controlled by an Arduino micro-controller and electric motor. This allowed to

apply dynamic changes in pressure and volume flow rate separately.
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Appendix: Experimental Setups and Experiments

To evaluate the performance of the system and to compare it with the system

simulation model, temperature, pressure, conductivity and volume flow rates

of feed (index F), retentate (index R) and permeate (index P) were measured

continuously up- and downstream of the module. The power consumption of

the system including the high pressure pump and the feed pump were mea-

sured separately. System and module specifications are given in Tables C.1,

C.2 and C.3.

Table C.1: Specifications of the TRUNZ TBL10D unit.

Specification Unit Value

Supplier - TRUNZ Water Systems AG,Steinach, Swiss
Year of production - 2011
Membrane type - Toray TLM10D
Feed pump - Lorentz Solar Pump
High pressure pump - Procon 207mm Expresso Mag
Electrical heater power kW 9

Table C.2: Membrane module specifications [81].

Specification Unit Value

Vendor - Toray
Product type - TML10D
Active layer material - PA-6
Spacer thickness mil 34
Pressure range bar <40

Table C.3: Operation window for the small-scale RO test rig.

Parameter Range Unit

Feed volume flow rates 600−1000 l h−1

Pressure 0−20 bar
Temperature 20−40 ◦C
Salinity 0−4 g kg−1
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Figure C.1: P & ID of the small-scale RO module test rig adapted from [82];

ACF: Active carbon filter - BT: Buffer tank - CS: Conductivity sensor - DRS: Dry run sensor -

F: Filter - FLT: Flush tank - FM: Flow meter - FT: Feed tank - FV: Flotation valve - HPP: High

pressure pump - HX: Heat exchanger - LPP: Low pressure pump - MM: Manometer - PRV:

Pressure relieve valve - PS: Pressure sensor - SWM: Spiral-wound module - TS: Temperature

sensor - V: Valve.
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Appendix: Experimental Setups and Experiments

C.2 Technical Details of the Bench-Scale Forward Osmosis

System

The system consists of two hydraulic circuits, as shown in Figure C.2, adapted

from [59]: the draw (high concentration) and feed (low concentration) cir-

cuit, whereas pulsations were applied only on the draw side. Each circuit was

equipped with a gear pump (GP) to provide stable and constant average vol-

ume flow rates between V̇D = 20 l h−1 and V̇D = 80 l h−1. These volume flow

rates correspond to Reynolds numbers from Re = 68.4 to Re = 273.6 inside the

draw channel of the Forward Osmosis test cell (FOTC) shown in Figure 3.1.

Relative pressures of up to 4 bar could be established by the pumps.

The draw solution was pumped from the draw tank (DT) through the system

by the draw gear pump (GPD). Downstream of the pump three different paths

could be chosen

- the pulsation path through the pulsation dampener PDD,1, pulsation gen-

eration device (PGD) and measurement section,

- the steady-state path or

- the bypass steady-state path with the two pulsation dampeners PDD,3

and PDD,4.

The steady-state path could be opened or closed by the solenoid valve SVD,1.

The bypass volume flow rate could be set with the needle valve NVD,1. This

bypass was used to adjust the volume flow rate, which was measured by the

magnetic-inductive flowmeter FMD,1. The pulsation dampeners PDD,1, PDD,3

and PDD,4 were used to protect the pump from pressure fluctuations produced

by the PGD. A second pulsation dampener PDD,2 was installed to minimize

the pressure pulsations in the PGD and was connected to the compressed air

supply line. This allowed to keep the air volume constant inside the pulsation

dampener PDD,2. The pressure sensor PSD,2 measured the pressure inside the

PGD.
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C.2 Technical Details of the Bench-Scale Forward Osmosis System

Downstream of the PGD, the draw solution flowed through the orifice. Here,

the differential pressure sensor DPSD,1 was used to determine the amplitude

ratio (cf. Section 3.4). The draw solution entered the FOTC downstream of the

PGD. The differential pressure sensor DPSD,2 measured the differential pres-

sure over the FOTC inside the draw channel.

To eliminate pulsations downstream of the FOTC the pulsation dampener

PDD,5 was installed. The temperature (TSD,1), the conductivity (CSD,1) and av-

erage volume flow rate (FMD,2) were measured in this non-fluctuating part

downstream of PDD,5. Before entering the draw tank again, the solution was

filtered by a 5 micron filter (FD,1) to avoid accumulation of particles. The feed

was pumped from the feed tank FT by the gear pump GPf through the FOTC

and back to the FT again. The relative pressure, temperature, conductivity and

volume flow rate were measured with PSf,1, PSf,2, TSf,1, CSf,1 and FMf,1, respec-

tively. The flux of the draw and feed solution was determined using the scales

BF and BD. Test rig and module specifications are given in Tables C.4 and C.5.

A detailed description of the measurement setup can also be found in [122].

Table C.4: Measurement equipment of bench scale test rig.

Symbol Description Range (calib.) Error

T PT1000 4-wire RTD 20-100 °C 0.1 K
V̇ Magnetic flow meter Krohne

Optiflux 5100C, DN6
0-200 l/h 0.4%+1 mm/s

V̇ Magnetic flow meter Krohne
Optiflux 5100C, DN4

0-200 l/h 0.4%+1 mm/s

P Pressure sensors Wika S20 0-4 bar, abs 0.25% BFSL
MB Scales Kern KMB-TM 0-6 kg 0.2 g
MB Scales Sartorius Combics 1 0-30 kg 1 g
∆p High frequent differential

pressure sensor (Krohne PD)
-200-200 mbar 0.1 %FS
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Figure C.2: P & ID of the bench-scale FO test rig adapted from [20, 59];

B: Balance - DPS: Differential pressure sensor - DT: Draw tank - CS: Conductivity sensor - F:

Filter - FM: Flow meter - FOTC: Forward Osmosis test cell - FT: Feed tank - GP: Gear pump -

NV: Needle valve - PD: Pressure dampener - PGD: Pulsation generation device - PRV: Pressure

relieve valve - PS: Pressure sensor - SV: Solenoid valve.

154



C.2 Technical Details of the Bench-Scale Forward Osmosis System

Table C.5: Operation Window of the FO Test Rig.

Parameter Range Unit

Draw volume flow rates 20−60 l h−1

Feed volume flow rates 20−40 l h−1

Maximum pressure 4 bar
Pulsation frequency range 1−18 Hz
Amplitude ratio range 0−1.4 -
Water flux brackish water membrane 3−6 l m−2 h−1

Water flux seawater membrane 2−3 l m−2 h−1
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Appendix: Experimental Setups and Experiments

C.3 Technical Details of the Pulsation Generation Device

Figure C.3 shows the dependence of the parameter Aorif on the volume flow

rate. It can be seen that the parameter strongly increases and stagnates at

around V̇ > 60 l h−1.

Figure C.3: Variation of parameter Aorif for different volume flow rates;

adapted from [86].

In Table C.6, the specifications of the Pulsation Generation Device (PGD) are

given.

Table C.6: Specification of the PGD.

Specification Unit Value

Shaft Stainless steel 1.4501
Ball bearing SKF 6403
Taper roller bearing SKF NU 205 ECP
Disks Polyoxymethylene
Shaft seal Type 32x47x8 BA
Casing Stainless steel 1.4501
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D Appendix: Postprocessing with Proper

Orthogonal Decomposition

Proper Orthogonal Decomposition (POD) is a valuable tool for investigation

of the dominant modes of dynamic systems. The classical snapshot approach,

presented by Sirovich [123], is used in this work to identify the dynamic char-

acteristics of pulsating flows in spacer filled channels. It is introduced in the

following based on [114, 124].

The laminar periodic flow field ũ, mass fraction field ξ̃ and vorticity field Ω̃ is

decomposed into spatial modes Φ(x) and time coefficients ψi

u(x, t ) = u(x) + ũ(x, t ) = u(x) +
N∑

i=1

ψi (t )Φi (x), (D.1)

ξ(x, t ) = ξ(x) + ξ̃(x, t ) = ξ(x) +
N∑

i=1

ψi (t )Φi (x). (D.2)

Usually, a set of M spatial points over N time steps is considered with M >> N ,

which is the usually the case for PIV or CFD data [114]. For calculation of the

POD the correlation matrix R between two snapshots is needed. It is defined

as the L2 inner product of the flow field fluctuations of two snapshots m̃ and ñ

〈m̃(x), ñ(x)〉 =
∫

V

m̃(x), ñ(x)dV , (D.3)

where m and n represent the fluctuations of the considered variables. The el-

ements of the correlation matrix are given by

Ri,j =
1

N
〈m̃(x, ti), ñ(x, tj)〉. (D.4)
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Appendix: Postprocessing with Proper Orthogonal Decomposition

The temporal coefficients ψ and the mode energies are obtained from the

Eigenvalue problem

Rψi = λiψi with λ1 ≥λ2 ≥ ...λN ≥ 0. (D.5)

The entries of the correlation matrix are scaled with the kinetic energy of the

single modes.

Finally, the spatial modes can be obtained from the projection of the snap-

shots

Φi(x) =
1

Nλi

N∑

j=1

ψi(tj)m̃(x, tj). (D.6)

This formulation is the classical snapshot POD [114].

158



E Appendix: Mesh Study

A detailed mesh study was performed. The grid convergence index (GCI) [55]

is calculated for every mesh at an averaged Reynolds number of Re=136.8,

a Womersley number of Wo = 19.5 and an amplitude ratio of AR = 1.2. For

the convergence study, the permeate mass flux jP, the average salt mass frac-

tion at the membrane ξF,AL and the maximum and minimum mass fraction

ξF,AL,min/max are considered. The GCI is based on a generalization of Richard-

son’s extrapolation which goes back to Roache [125]. The GCI for fine and

coarse grids can be calculated by

GCIfine =
|ηGCI|
RΠ−1

(E.1)

and

GCIcoarse =
3|ηGCI|RΠ

Rλ−1
. (E.2)

|ηGCI| is the relative error for the calculations of the considered integral func-

tion, Π is the number of dimension and R is the ratio between the number of

cells of the fine and coarse grid. Verification can be carried out if the GCI for

the fine mesh falls below an acceptable error level below 1 % [55]. For the cal-

culations in the present work a GCI below 1% was taken. Figure E.1 shows the

convergence for the zig-zag configuration described in Section 4.1.2. At a cell-

number of around nCells = 480,000 the GCI for the important values values is

below 1%. Figure E.2 shows the convergence for the submerged configuration

described in Section 4.1.2. At a cell-number of around nCells = 610,000 the GCI

for the important values values is below 1%.
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Appendix: Mesh Study

Figure E.1: Convergence study for the zig-zag configuration.

Figure E.2: Convergence study for the submerged configuration.
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F Appendix: Calibration of the System

Simulation Model

In the present section, the calibration and verification of the quasi-2D RO sim-

ulation model is presented. For this purpose, the data obtained with the mod-

ule test rig are used, cf. Section 3.1. To determine the membrane parameter

Amem, RO experiments with pure water (permeate) were performed aiming to

exclude concentration polarization. These measurements were made in the

studies of Drexler, Thun and Theobald [82, 83, 84] and are also reported in

[59]. To calculate the membrane permeability Amem, Equation (2.5) is used in

the form of

Amem =
jw

ρF Am(pF −pP)
. (F.1)

Each experiment was repeated at different temperatures and pressures to

identify any dependencies. The results are presented in Figure F.1a. De-

pending on the inlet temperature and pressure applied, Amem ranges from

Amem = 6.8 ·10−7 ... 11.2 ·10−7 m s−1 bar−1. It can be seen that the parameters

increase with temperature and decrease with applied hydraulic pressure. The

higher the temperature, the stronger is the dependence on the pressure.

The data gained are used to determine the membrane parameter Amem by

(adapted from [126] and [82])

Amem = Amem,ref exp

(

αmem,T
TF −TF,ref

TF,ref

)

exp

(

αmem,p
pF −pF,ref

pF,ref

)

, (F.2)

with the reference temperature TF,ref = 293.15 K and pressure pref = 1 bar. The

parameters αmem,T and αmem,p were determined within an optimization rou-

tine using fmincon from Matlab [72, 82]. Using this routine, Amem,ref was de-

termined at as Amem,ref = 7.865 · 10−7 ms−1bar−1, αmem,T as αmem,T = 8.03 and

αmem,p as αmem,p = −4.894 · 10−8 at TF = 293.15. The salt permeability is de-

termined using the Sherwood number correlation of Schock and Michael [60]
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Appendix: Calibration of the System Simulation Model

(a) Determination of membrane pa-

rameter Amem adapted from [59].

(b) Determination of membrane pa-

rameter Bmem, adapted from [82].

Figure F.1: Determination of membrane parameters.

and Equation (2.6) to approximate the membrane concentration at the feed

side. Pressure or concentration dependencies are neglected, which is feasi-

ble for BWRO and SWRO processes [50]. Figure F.1b shows the measured salt

permeability Bmem over the temperature. It can be seen that the salt perme-

ability scatters, but the values show an increasing trend (dashed line) with

increasing temperatures, which is in accordance to the theory [126]. The av-

eraged values range from Bmem = 3.0 ·10−8 m s−1 at around TF = 293.15 K to

Bmem = 1.1 ·10−7 m s−1 at around TF = 312 K. Bmem can be represented by [126]

Bmem = Bmem,ref exp

(

αmem,B,T
T −Tref

Tref

)

. (F.3)

The parameter αmem,B,T is again determined within an optimization routine

using fmincon from Matlab. Applying this routine, Bmem,ref was determined as

Bmem,ref = 4.343 ·10−8 ms−1 and αmem,B,T as αmem,B,T = 12.53 [82].
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