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Abstract

Weak ignition of hydrogen-carbon monoxide-air (H2-CO-air) gas in a confin-
ing geometry can lead to flame acceleration. In the worst case, deflagration-
to-detonation transition (DDT) takes place, which can lead to the failure of the
confining structure due to high structural loads. The present thesis introduces
an efficient CFD simulation framework for DDT risk assessment in stratified
H2-CO-air mixtures.

The solver is based on previous developments of H2-air explosion simulations
for small and large-scale accident scenarios. Sub-models and combustion-
specific parameters in the turbulent flame speed closure model for deflagra-
tive flame propagation are adjusted to consider the multi-component fuel H2-
CO. The laminar flame speed, the Lewis number and the critical velocity gra-
dients for turbulent quenching are computed during simulation without any
limitations by the H2-CO-air composition. Hence, the framework can be ap-
plied to accident scenarios with any initial mixture distribution. A two-step
mechanism, which consists of a detonation criterion and a volumetric heat re-
lease, models the detonation propagation. A mixture and cell-size-dependent
scaling of the volumetric heat release source term is introduced, guaranteeing
a cell-size-independent detonation velocity. At the same time, the detonation
model’s forest-fire mechanism maintains the detonation complex’s sharp gra-
dients despite the under-resolved simulation approach.

Separate flame-propagation transport equations are applied for small and
large-scale scenarios. A newly introduced load-balancing algorithm for the ge-
ometrical Volume-of-Fluid method reduces the computation time noticeably
for large-scale deflagration-to-detonation transition simulations.

A validation of H2-CO-air DDT simulations is conducted with experiments at
the small-scale GraVent facility and the large-scale semi-confined A1-vessel.
Varying the mixture composition and the obstacle configurations and investi-
gating vertical fuel concentration gradients provides a broad validation basis.
Simulated flame velocity profiles agree with the experimental data, especially
when a distinct DDT with subsequent stable detonation is present in the ex-
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periments. However, slow flames in the semi-confined geometry pose a limit
for the modeling strategy. Non-reflecting boundary conditions describe pres-
sure waves exiting the semi-confined geometries through venting surfaces.
The ability to handle semi-confined geometries increases the presented CFD
framework’s applicability compared to the previous code for H2-air DDT sim-
ulations.

The standard approach of explosion risk assessment by empirical criteria
lacks generality. The presented CFD-based risk analysis treats the entire pro-
cess from flame acceleration to DDT and subsequent stable detonation in a
continuous simulation. Simulating the flame acceleration, which precondi-
tions the fresh gas via pressure waves accordingly that DDT can occur, incor-
porates geometrical and reactive dependencies of DDT in the CFD-based risk
analysis. The result is a more generally applicable risk assessment strategy for
combustion-related accidents with H2-CO-air mixtures.
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Kurzfassung

In vollständig oder teilweise eingeschlossenen Wasserstoff-Kohlenmonoxid-
Luft (H2-CO-Luft) Gasmischungen kann es nach einer schwachen Zündung
zur Flammenbeschleunigung kommen. Im schlimmsten Fall führt diese zum
Deflagrations-Detonations-Übergang (DDT), der große Drucklasten auf die
einschließende Struktur zur Folge hat. Um den DDT Eintritt vorhersagen zu
können, stellt diese Arbeit einen effizienten CFD Löser zur Berechnung von
schnellen Flammen und DDT in geschichteten H2-CO-Luftmischungen vor.

Die Verbrennungsmodellierug wird ausgehend von Arbeiten zu
H2-Luftexplosionssimulationen für den Mehrkomponentenbrennstoff H2-CO
angepasst. Ein turbulentes Flammenschließungsmodell beschreibt die Flam-
menausbreitung im Deflagrationsbereich. Die notwendigen Verbrennungspa-
rameter wie laminare Flammengeschwindigkeit, Lewis-Zahl und kritische
Streckungsraten für turbulentes Flammenlöschen stehen dem CFD Löser
über effiziente Korrelationen oder Interpolationstabellen für alle Zusam-
mensetzungen des H2-CO-Luftgemischs zur Verfügung. Die CFD-basierte
Risikoanalyse kann dadurch aus rein technischer Sicht auf Unfallszena-
rien mit beliebigen Gemischzusammensetzungen angewendet werden. Ein
Zweischrittmodell bestehend aus Detonationskriterium und volumetrischer
Wärmefreisetzung beschreibt die durch Selbstzündung ausgelöste Detona-
tion. Eine Quelltermskalierung in Abhängigkeit von der Zusammensetzung
und der Berechnungszellengröße wurde implementiert. Sie garantiert eine
zellgrößenunabhängige Ausbreitungsgeschwindigkeit der Detonation. Trotz
des unteraufgelösten Berechnungsansatzes erhält der Forest-Fire ähnliche
Mechanismus des Zweischrittmodels die steilen Gradienten des Detonations-
komplexes.

Der vorgestellte CFD Löser setzt unterschiedliche Transportgleichungen für
die Flammenausbreitung in klein- bzw. großskaligen Geometrien ein. Die
Implementierung eines load-balancing Algorithmus für das in großskali-
gen Geometrien verwendete Flammenverfolgungskonzept, die geometrische
Volume-of-Fluid Methode, reduziert die Berechnungszeit von großskaligen
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DDT Simulationen deutlich.

Die DDT Simulationen in H2-CO-Luftgemischen wurden mit experimentellen
Daten des kleinskaligen GraVent Explosionskanals und des großskali-
gen, teilweise offenen Explosionskanals im A1-Behälter validiert. Die Va-
lidierung besitzt durch die Variation der Gemischzusammensetzung und
der Hinderniskonfiguration sowie durch die Untersuchung von vertikalen
Brennstoffungleichverteilungen eine breite Basis. Die simulierten Flam-
mengeschwindigkeitsprofile stimmen mit den Experimenten gut überein.
Dies gilt insbesondere für Fälle, in denen die Messungen einen ausgeprägten
DDT mit anschließender stabiler Detonationsausbreitung zeigen. In allen
Simulationen der Validierung sagt der CFD Löser ein sicherheitstechnisch
konservatives Ergebnis voraus. Nichtsdestotrotz stellen langsame Flammen
in teilweise offenen Geometrien ein Limit für die Vorhersage durch das
Berechnungsverfahren dar. Eine nichtreflektierende Randbedingung model-
liert den Austritt von Druckwellen aus teilweise offenen Geometrien und er-
möglicht damit die Explosionssimulation in derartigen Geometrien. Die An-
wendbarkeit des CFD Lösers wird dadurch im Vergleich zu den Vorgängerent-
wicklungen erweitert.

Der Einsatz von empirischen Kriterien zur Bestimmung des Detonations-
risikos ist nicht generell anwendbar oder in der Praxis häufig unhandlich.
Die präsentierte CFD-basierte Risikoanalyse bildet die Flammenbeschleu-
nigung, den DDT und die anschließende Detonationsausbreitung in einer
einzelnen zusammenhängenden Berechnung ab. Da die Flammenbeschleu-
nigung durch Vorkonditionierung des Frischgases die Grundlage für den
DDT bildet, werden durch die explizite Berücksichtigung dieser Verbren-
nungsphase in der CFD-basierten Risikoanalyse Abhängigkeiten von der Ge-
ometrie sowie der Gemischreaktivität explizit beachtet. Daraus ergibt sich ein
allgemeiner anwendbares Vorgehen zur Risikobewertung von Unfällen mit
H2-CO-Luftverbrennung.
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1 Introduction

1.1 Motivation

Man-made climate change is the inevitable reality that current and future gen-
erations face. The increase in the global mean temperature has a severe im-
pact on everyone’s life. While rising water levels and droughts make certain re-
gions of the planet uninhabitable, extreme weather conditions become more
likely elsewhere. The goal of the Paris climate treaty, signed by more than 190
nations, is to limit the global temperature rise to 1.5 ◦C [15]. This effort’s key
aspect is reducing greenhouse gases in the atmosphere, which primarily con-
sist of carbon dioxide, water vapor, methane, nitrogen oxides and ozone [16].

As the intermittent nature of renewable solar and wind energy demands suit-
able energy storage solutions, the power-to-gas concept positions hydrogen
(H2) from electrolysis as a promising carbon-free energy carrier [16]. In the
same way, gas mixtures of hydrogen and carbon-monoxide (CO), commonly
known as syngas [17], can be utilized as a low-carbon energy carrier. The va-
riety of hydrogen and syngas applications in the transport, production, and
power generation sectors reflects the gases’ importance. The gases are alter-
native fuels in fuel cells and gas turbine engines. Additionally, they are the
basis of synthesis routes in the chemical and process industries.

Apart from the intended presence of the gases, large amounts of H2-CO are
also encountered during severe nuclear light water reactor accidents. The oxi-
dation of the fuel rod cladding forms hydrogen. Additionally, molten-corium-
concrete-interaction (MCCI) [18] generates CO once the reactor pressure ves-
sel fails and the molten core reaches the concrete below. The investigation
of the Fukushima-Daiichi accident by Gauntt et al. [19] showed that several
tones of CO can be generated by MCCI in addition to H2 during a severe acci-
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dent. Passive auto-catalytic recombiners (PAR) are a countermeasure, mitigat-
ing the formation of a combustible atmosphere. However, CO can poison the
catalytic surface shutting the PARs’ operation. As a consequence, unexpect-
edly high amounts of H2 and CO can accumulate and form explosive mixtures
in uninertized sections of the containment or auxiliary buildings [20, 21]. Es-
pecially, the lighter H2 tends to form a stratified fuel-air distribution under the
building’s ceiling.

Highly reactive gases pose an explosion hazard independent of the techni-
cal application or its occurrence. This is especially true for gases with ignition
energies as low as H2. Unintentional ignition of a combustible fuel-air mix-
ture can lead to an explosion, which might significantly damage equipment,
personnel, and environment [22–24]. Pressure evolution and flame velocity
are directly coupled in explosions. In the worst-case scenario, flame acceler-
ation allows for a transition from fast deflagration to detonation. Maximum
pressure peaks can be expected at the deflagration-to-detonation transition
(DDT) location, eventually causing the confining structure to fail. The mild
deflagration at the Three Mile Island NPP in Harrisburg (1979 USA) [25] and
the destructive detonations in the more recently Fukushima-Daiichi accident
(2011 Japan) [19] demonstrated the potential hazard. From a global perspec-
tive, the importance of explosion risk assessment for nuclear power plants
(NPPs) remains high because several new reactors are currently planned or
constructed worldwide [26].

Risk assessment of fast deflagrations and detonations is mandatory in every
application of highly reactive syngas (H2-CO) [27–30]. Direct initialization of
a detonation is unlikely in accident scenarios. Therefore, the explosion risk
analysis has to focus on weak ignitions with subsequent flame acceleration,
DDT, and detonation propagation. The need for an application-oriented risk
assessment of H2-air and H2-CO-air mixtures is backed up by the increasingly
important role of these gases in the upcoming energy transition.
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1.2 Challenges for Explosion Risk Assessment

Following weak ignition, the expansion of burnt gas behind the flame front
induces a flow ahead of the flame, similar to a moving piston. Hydrodynamic
and thermo-diffusive intrinsic flame instabilities have the potential to force
a cellular flame structure, which increases the flame surface. Consequently,
the integral heat release rises, amplifying the pushing effect. The induced flow
ahead of the flame generates turbulence in boundary layers or shear layers of
obstacles in the flame path. As turbulent mixing increases fuel consumption,
the flame emits stronger pressure waves due to its more rapid expansion. The
waves, in turn, induce a faster flow ahead of the flame. Hence, a self-exciting
feedback loop of the expanding flame causes continuous flame acceleration
(FA). The emitted pressure waves precondition the fresh gas by compression
until auto-ignition events occur, and a spontaneous wave eventually triggers
DDT.

Two characteristic changes in the combustion regime can be identified dur-
ing this process. The transition from slow to fast deflagration due to FA is the
first. The regime of fast flames starts at a flame velocity close to the speed of
sound of the reactants. If FA is sufficiently strong, a fast flame can reach the
speed of sound of the combustion products. Corresponding flames allow for
sufficiently strong fresh gas preconditioning able to trigger DDT. The onset of
DDT represents the second characteristic change in the combustion regime.

Empirical criteria, which indicate possible FA and DDT, have been derived
from small- and large-scale experiments for risk assessment purposes [5, 31,
32].

• Flame acceleration: σ-criterion

• DDT: λ-criterion

The FA criterion is based on the expansion ratio σ and the DDT criterion on
the detonation cell size λ. Because DDT is a highly stochastic phenomenon,
the λ-criterion only describes the potential for transition. Both criteria are de-
pendent on the mixture reactivity and the confining geometry. Therefore, the
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criteria are derived for fully- and semi-confined geometries separately [33–36].
Applying the criteria is not always unambiguous since their evaluation re-
quires a characteristic geometric length. Overall, the empirical criteria lack
generality. The complex interactions of combustion, gas-dynamic effects and
geometrical confinement in accident scenarios cannot be expressed in sim-
plified empirical criteria.

Computational fluid dynamics (CFD) simulations are viable for three-
dimensional (3D) safety analysis of combustion phenomena. Its flexible ap-
plicability to different geometries is advantageous compared to the empirical
criteria. With reactor safety research as a driving force [37], research institutes
and companies developed CFD codes for transient H2-air deflagration and de-
tonation.

Using the unsteady Reynolds-averaged Navier-Stokes (URANS) equations in
combination with an under-resolved computation mesh guarantees reason-
able computation times on an industrial scale. Large-eddy simulations (LES)
and direct numerical simulations (DNS) are unsuitable due to their much finer
mesh resolutions requirement. URANS equations only determine mean flow
variables and turbulence influences must be modeled. In comparison, the LES
resolves a defined range of turbulent structures, and the DNS resolves all tur-
bulent structures.

Deflagrations and detonations are typically calculated with different model-
ing strategies. Commonly, separate CFD codes consider each regime without
representing the DDT phenomenon. The switch between deflagration and de-
tonation CFD codes is often based on the described empirical λ-criterion.
An exemplary CFD-based risk analysis in a light water reactor has been pre-
sented by Dimmelmeier et al. [38]. Not considering the influence of the fresh
gas preconditioning by FA in the detonation simulation after switching codes
neglects potential risk factors. Likewise, the peak pressures during DDT are
not accounted for in the risk analysis.

Ettner [8] and Hasslberger [4] developed an OpenFOAM (Open Field Opera-
tion and Manipulation) based H2-air explosion simulation framework, which
applies to small and industrial scales. A single continuous simulation consid-
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ers flame acceleration to fast flames, subsequent DDT, and stable detonation
propagation. In this method, the transient evolution of the propagating flame
and the associated fresh gas compression by flame-generated pressure waves
determine the onset of DDT. A suitable description of the local interaction of
the reaction front and the pressure wave enables DDT in the simulation.

The thesis aims to introduce an efficient multi-scale CFD framework for DDT
risk assessment of stratified H2-CO-air mixtures, which is applicable to real-
istic accident scenarios. The solver development builds on the previous work
of Ettner and Hasslberger. The transient flame propagation in the confining
structure, the DDT location and the corresponding pressure loads from deto-
nations represent the key validation parameters for the CFD solver with a risk
assessment purpose. The challenges for the solver development of the H2-CO-
air explosion risk assessment solver summarize as follows:

• Combustion modeling of deflagration, DDT and detonation for all initial
H2-CO-air compositions.

• Consideration of inhomogeneous fuel distributions in the computational
domain.

• Applicability to all dimensional scales.

• Consideration of semi-confined geometries to extend the applicability of
the CFD code to more realistic scenarios.

• Improvement of the computational efficiency for parameter studies in
risk analysis.

1.3 Outline of the Thesis

In the following, the structure of the thesis is presented. Chapter 2 explains
the fundamental background of explosions. Stable detonations are simplified
based on the relations of one-dimensional (1D) steady-state reaction fronts.
FA and DDT are explained on a phenomenological basis. Section 3.1 provides
an overview of existing CFD codes for explosion risk assessment and their
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modeling approaches. Section 3.2 introduces the governing equations of com-
pressible flow and the handling of fuel inhomogeneity in the domain. Sec-
tion 3.3 describes the reaction-progress-based flame-propagation transport
equation for small-scale applications and the flame front tracking approach
with the geometrical Volume-of-Fluid (geoVoF) method for large-scale sce-
narios. Deflagrations and detonations require individual source-term models
in the flame-propagation transport equation. The source term models are in-
troduced with respect to H2-CO-air mixtures. Methods to provide necessary
variables for the source term models are presented. They cover all possible
compositions of H2-CO-air mixtures. The phenomenon of turbulent flame
quenching is discussed in the section. The volumetric heat release function
of the detonation source term uses a mixture and cell-size-dependent scal-
ing of the source term in order to preserve correct detonation velocities on all
mesh sizes. Section 3.4 presents efficiency-related solver features. Additionally
to the adaptive mesh refinement previously implemented by Hasslberger [4], a
load-balancing algorithm for the geoVoF method is introduced. It significantly
reduces the computation time of large-scale explosion simulations.

Chapter 4 covers the DDT solver validation with experiments at the small-
scale GraVent facility and at the large-scale semi-confined A1-vessel. Tempo-
ral flame position data and the location of DDT are the key validation param-
eters. Fuel contents, fuel compositions, obstacle configurations and vertical
concentration gradients are varied in both geometries to achieve a broad val-
idation basis. Finally, Chapter 5 summarizes the accomplished developments
and the outcome of the validation simulations. An outlook on further devel-
opments is provided.
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2 Explosion Fundamentals

Explosions are transient propagating flames accompanied by a noticeable
pressure increase. Deflagrations and detonations are considered explosions
but differ in flame velocity and pressure loads. The following chapter provides
the theoretical background on the deflagration and the detonation combus-
tion regimes, as well as the transition mechanism leading from deflagration to
detonation. The description is held brief and focuses on phenomena relevant
to H2-CO-air flames. A more detailed explanation can be found in extensive
literature such as Ciccarelli and Dorofeev [5], Bartlmä [39] and Lee [40].

2.1 Gas-Dynamic Relation of Combustion Waves

Regardless of the three-dimensional (3D) structure of turbulent flames and
detonations [40,41], a one-dimensional (1D) abstraction is well-suited for un-
derstanding the influence of a heat source, i.e., a reaction front, on the flow
field. 1D models are viable if changes perpendicular to the flow direction are
small compared to the changes in longitudinal direction and influences of
boundaries are far away from the considered control volume. The fundamen-
tal behavior of the flow field during flame acceleration (FA) can be investigated
by means of a 1D model, as illustrated by Figure 2.1 [5].

Reaction front

2 1

Figure 2.1: One-dimensional control volume of a stationary reaction front.
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A steady-state, adiabatic, inviscid and compressible flow field with a discon-
tinuous reaction front as the heat source is considered. The coordinate system
is moving in reference to the reaction front. Hence, the reaction front is sta-
tionary, and the inflow corresponds to the reaction front’s velocity. 1D steady-
state equations of mass, momentum and energy conservation are according
to Equations 2.1 to 2.3. Index 1 refers to the reactant side and Index 2 to the
product side [39].

ρ1 u1 =ρ2 u2 (2.1)

p1 +ρ1 u2
1 =p2 +ρ2 u2

2 (2.2)

hs
1 +

u2
1

2
+q12 =hs

2 +
u2

2

2
(2.3)

In the set of equations, ρ refers to the density, u to the velocity and p to the
pressure. According to Equation 2.4, the absolute specific enthalpy h consists
of the heat of formation at standard reference conditions hf

0 and the sensible
heat hs. Chemical and thermodynamic equilibrium is assumed on the product
side.

h = hf
0 +hs = hf

0 + cp(T −Tref) (2.4)

The specific heat release of the reaction q12 can be evaluated from the dif-
ference in the heat of formation or temperature according to Equation 2.5.
Straightforward application of this relation is only possible if constant heat
capacities cp are assumed and changes in the kinetic energy are negligible.

q12 = hf
0,2 −hf

0,1 = cp(T2 −T1) (2.5)

Utilizing the ideal gas law (p = ρRT ) and the Mach number (Ma = u/
p
κRT ),

the Rayleigh line in Equation 2.6 can be derived by combining Equations 2.1
and 2.2. The initial state ρ1, p1 and the speed of the reaction front, represented
by Ma1, define the slope of the Rayleigh line:

p2

p1
= 1+κMa2

1

(
1− ρ1

ρ2

)
. (2.6)

The energy equation 2.3 is transformed into the Hugoniot curve 2.7 by elim-
inating the velocity. κ represents the ratio of isobaric and isochoric heat ca-
pacities κ = cp/cv . Additionally, the non-dimensional heat coefficient Q =
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q12/(cpT1) is introduced.

p2

p1
=
κ+1

κ−1
− ρ1

ρ2
+ 2κ

κ−1
Q

κ+1

κ−1

ρ1

ρ2
−1

(2.7)

Possible Rayleigh lines (blue) and Hugoniot curves (red) are presented in the
p-(1/ρ) plot of Figure 2.2, which is named the Rankine-Hugoniot diagram. The
initial flow state (p1,ρ1) denotes unity in the diagram. A possible solution to
the equations 2.1 to 2.3 refers to the change from the initial state to the state
behind the reaction front (p2,ρ2). The state (p2,ρ2) represents an intersection
of a Rayleigh line and a Hugoniot curve in the diagram. Equation 2.6 demands
a negative slope of −κMa2

1 for all Rayleigh lines. Therefore, no possible solu-
tion exists in the gray-shaded regions of the plot. Depending on Ma1, a super-
sonic (Ma1 > 1) or a subsonic (Ma1 < 1) solution exists. If the reaction front is

ρ1
ρ2

p2
p1

1

10

Q = 0

Q > 0

Upper CJ point (detonation)

Lower CJ point (deflagration)

Ma1 < 1

Ma1 > 1

Figure 2.2: Rankine-Hugoniot diagram showing Hugoniot curves (red) and Rayleigh lines
(blue) with upper and lower Chapman-Jouguet solution at CJ-condition u2 = a2.
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considered a combustion wave, the subsonic branch (lower) resembles defla-
grations and the supersonic branch (upper) detonations.

The Hugoniot curve without heat release (Q = 0) corresponds to a planar
shock front, which causes a change of state without heat release. The curve of a
reacting flow (Q > 0) has no intersection with the initial state at unity. The off-
set of the curve from the initial state increases with a higher non-dimensional
heat input Q. The Hugoniot curve and Rayleigh line can have two points of
intersection for each side in the diagram, deflagration and detonation regime.
If the Rayleigh line is tangent to the Hugoniot curve, only a single intersection
point remains, as illustrated in Figure 2.2. At this point, the Chapman-Jouguet
(CJ) condition exists, in which the Ma number behind the reaction front be-
comes Ma2 = 1. In this condition, the state is thermally choked. The reaction
front can propagate unaffected by any perturbations which travel at the local
speed of sound. Hence, it is the only solution in the steady state.

When the CJ condition is met, only a single solution exists for each branch,
deflagration and detonation. The Rankine-Hugoniot diagram 2.2 shows both
single solutions. They are indicated as upper and lower CJ points. The reaction
front speed under CJ condition can be evaluated with Equation 2.8 for a given
heat release, i.e., a defined H2-CO-air mixture [5]. The sign of the last term in
the equation distinguishes the solution of the two branches:

Ma1,CJ = u1

a1
=

√
1+ κ+1

2
Q ±

√
κ+1

2
Q. (2.8)

Even though deflagrations can have slow velocities, the gas-dynamic-based
relations describe the fundamental behavior of the flame acceleration during
deflagration. Detonations on the supersonic branch appear as double discon-
tinuities instead of a single reaction front. They consist of a planar shock and
a reaction front. The solution for the change of state across the planar shock
(Q = 0) is the intersection of the Q = 0 curve with the same Rayleigh line of
the reaction front (Q > 0). If the Rayleigh line of the supersonic branch in Fig-
ure 2.2 has a stepper slope (higher inflow velocity), two intersection points
would be present with the Hugoniot curve of the reaction front (Q > 0). In that
case, only the upper intersection point is a possible solution for a detonation
due to its double-discontinuity structure [39, 42]. However, this is no steady-
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state solution because perturbations can interact with the inflow. Section 2.3
provides a more detailed look at the internal structure of detonations.

2.2 Deflagration and Flame Acceleration

The multi-species combustion reaction of H2-CO-air mixtures is often simpli-
fied to a one-step overall reaction, which writes

H2 +CO+O2 → CO2 +H2O. (2.9)

CO2 and H2O are the main products of the reaction. If the intermediate species
of the reaction system shall be considered, a detailed reaction mechanism
is required [43]. In premixed combustion, reactants, i.e., fuel and oxidizer,
are fully mixed before the reaction. The ratio of fuel and oxidizer determines
whether one of the components is in excess according to the reaction in Equa-
tion 2.9. The reactants mixture is classified by the equivalence ratio φ as lean
(φ< 1), stoichiometric (φ= 1) or rich mixture (φ> 1). The equivalence ratio φ
reads

φ= xH2 +xCO

2 xO2,air(1−xH2 −xCO)
(2.10)

in a H2-CO-air mixture. O2 is the excess reactant in lean mixtures, while the
fuel is the excess component in rich mixtures. In a H2-CO-air mixtures, the
equivalence ratio is usually expressed in terms of the mole fractions xH2 of
hydrogen and xCO of carbon monoxide. xO2,air denotes to the mole fraction
of oxygen (O2) in atmospheric air. The mixture composition significantly im-
pacts the deflagration and the hazards originating from the combustion pro-
cess.

Deflagrations are associated with a moderate pressure drop across the flame
front and a subsonic flame speed in the relative reference frame, as illustrated
in the Rankine-Hugoniot diagram. Pressure perturbations originate from the
expansion of the burnt gas behind the flame. They propagate into the fresh
gas and induce a flow ahead of the flame. Consequently, the reaction front’s
velocity can reach supersonic speeds in the fixed reference frame [39, 44].
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Following weak ignition, deflagration will precede the formation of a detona-
tion. Typically, the flame will undergo self-generated acceleration, driven by
turbulence-flame interaction and combustion instabilities. FA is decisive for
conditioning the fresh gas sufficiently so that DDT occurs. The characteristics
of laminar and turbulent premixed flames and combustion instabilities are
discussed in the following sections.

2.2.1 Laminar Flame Characteristics

After weak ignition, deflagrations propagate as laminar flames. In premixed
combustion, the mixing of fuel and oxidizer does not limit their reaction. In-
stead, the combustible mixture is heated until ignition and burned within a
thin flame. The laminar flamelet can be distinguished in a preheat and a re-
action zone. Figure 2.3 illustrates the laminar flamelet structure. The temper-
ature rises significantly across the reaction zone.

Temperature

Tb

Preheat zone
YP

YP,b

SL σSL

Reactants Products

Reaction
zone lδ

Tu

Fraction of products

Reaction rate

Laminar flame thickness lL

x

Figure 2.3: Schematic structure of a freely-propagating unstretched laminar flame.

12



2.2 Deflagration and Flame Acceleration

The reaction progress variable expresses the conversion of reactants to prod-
ucts:

c = YP

YP,b
. (2.11)

It is the ratio of the local mass fraction of products YP and the fraction of prod-
ucts in the burnt gas YP,b [3]. The laminar flame thickness lL, which includes
the preheat and the heat release zone, reads

lL = au

SL
. (2.12)

The expression uses the thermal diffusivity of the fresh gas au. The laminar
flame speed SL is the velocity of the fresh gas inflow approaching a station-
ary planar flame front [1, 3, 41]. In a freely-propagating 1D flame, depicted in
Figure 2.3, SL relates to the flow velocity anywhere in the fresh gas. It is the
unstretched laminar flame speed. Due to a lower density of the burnt gas, the
exhaust gas accelerates by the expansion ratio:

σ= ρu

ρb
. (2.13)

The flame front is subject to flame stretch in a multi-dimensional flow field.
The two effects, flame strain and curvature, contribute to flame stretch. Both
result in steeper gradients by reducing the flame thickness. The effect of flame
stretch on the flame speed is ambiguous because heat and species transport
is enhanced alike [1, 41]:

• Enhanced heat transport intensifies cooling of the flame and slows the
flame down.

• Enhanced species transport leads to stronger fuel diffusion into the reac-
tion zone, accelerating the flame.

The Lewis number indicates the predominant type of transport:

Le = au

D
. (2.14)

It is the ratio of thermal and molecular diffusion. The diffusion coefficient D
is specified concerning the reaction limiting or deficient mixture component,
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while the thermal diffusivity au is based on the unburnt mixture. The Lewis
number of H2-CO-air is dependent on the mixture composition. Figure 2.4
shows the dependency of flame speed on the flame stretch with respect to the
Lewis number of the fuel-oxidizer mixture. The flame speed increases with the
flame stretch in mixtures with Le < 1 due to enhanced fuel diffusion. In con-
trast, thermal diffusion dominates in mixtures with Le > 1 resulting in lower
flame speeds with rising flame stretch. The flame can suddenly extinguish at
very high stretching rates because the flame thickness becomes too thin. A
sudden drop of flame speed at very high stretching rates can only be seen in
mixtures with Le < 1. However, flame extinction due to flame stretch is present
in all mixtures. Heat losses of the flame significantly reduce the critical stretch
required for flame extinction [1].

Critical stretch

Le < 1

Flame stretch

Fl
am

e
sp

ee
d

Le > 1

Le = 1

Figure 2.4: Influence of Lewis number on the flame-stretch dependency of an adiabatic lam-
inar flame [adopted from [1]].

The laminar flame speed can be evaluated from 1D reaction kinetic simula-
tions in the software Cantera [45]. The computation requires reaction kinetic
information from a detailed reaction mechanism. Several reaction mech-
anisms exist for the H2-CO-air reaction-system [14, 46–48]. While the un-
stretched laminar flame speed can be estimated directly from the inflow ve-
locity in 1D simulations of freely-propagating flames, the simulation of lean
mixtures close to the lower flammability limit is numerically challenging in
this setup.

In the numerical setup of a 1D counterflow flame, a stagnation point exists in
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2.2 Deflagration and Flame Acceleration

the flow field in combination with a radial velocity component. Due to mass
and momentum continuity, the axial velocity reduces with the distance from
the burner. The flame is stationary at the location where flame speed and flow
velocity are equal. In this setup, the numerical solution of lean premixed com-
bustion is easier to accomplish. Figure 2.5 shows the setup of a counterflow
flame in a fresh-to-fresh configuration, also called a twin-flame setup.

Flame

Stagnation point

x
Burner

Twin-flame configuration
fresh-to-fresh

Figure 2.5: 1D twin-flame burner setup with stagnation-point flow for numerical evaluation
of stretched laminar flame speeds.

In a twin-flame configuration, flow strain is present due to an axial veloc-
ity gradient. The left image of Figure 2.6 presents the axial flow velocity pro-
file from the burner exit to the stagnation point (red dashed curve). It also
displays the flow’s local strain rate ahead of the flame’s position (blue line).
Because the stretched laminar flame speed S∗

L cannot be evaluated unam-
biguously in the changing velocity profile of a 1D counterflow flame, the use
of the stretched fuel consumption speed S∗

L,c is preferred. The stretched fuel
consumption speed definition, shown in Figure 2.6, is unambiguous [1]. The
unstretched fuel consumption speed at zero strain S0

L,c is extrapolated from
stretched fuel consumption speeds at varying strain rates. The procedure is
illustrated in the right image of Figure 2.6. The use of adaptive scaling for the
1D computational setup accelerates the repeated 1D simulations [49]. At zero
stretch, the fuel consumption speed and the displacement speed have almost
equal values. The fuel consumption speed does not account for the diffusion
of burnt gas to fresh gas. In the context of the modeling strategy of the thesis,
the difference between values from the two flame speed evaluations is small
compared to the uncertainties associated with under-resolved CFD simula-
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S0
L,c

S∗
L,c = 1

ρuYf

∫ xmax
0 ω̇f d x

Stretched flame speed Unstretched flame speed

Strain rate

Figure 2.6: Evaluation of unstretched fuel consumption speed from stretched 1D twin-flame
simulation data at standard reference condition (Plots from 20 % fuel in air - 75/25
H2/CO).

tions. Therefore, the robust evaluation of fuel consumption speed is used for
the required flame speed data of the combustion model.

The laminar flame speed can also be measured. Because the flame in the
multi-dimensional flow of the experimental setup is always subject to flame
stretch, the resulting data needs to be corrected for the flame-stretch influ-
ence with a similar evaluation procedure as presented in the numerical eval-
uation [50–52]. Mole-fraction-based correlations of the laminar flame speed
at standard reference conditions are presented in the literature for H2-air [53]
and H2-CO-air mixtures [54, 55]. If correlations are derived solely from exper-
imental data, their validity is limited to the range of mixture compositions
of the underlying database. Especially in the ternary mixture H2-CO-air, the
small number of existing measurements poses a problem.

2.2.2 Turbulent Flame Characteristics

In premixed combustion, the turbulence-chemistry interaction intensifies the
mixing of burnt and unburnt material on a molecular scale at the interface of
small eddies. Thereby, the integral heat release of the turbulent flame grows.
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2.2 Deflagration and Flame Acceleration

The enhanced heat and mass transfer in turbulent combustion is the domi-
nant contribution to the acceleration process in deflagrations.

Depending on the turbulence intensity, different combustion regimes can be
classified. The laminar flame constitutes the basis for characterizing the tur-
bulent premixed combustion regimes. From flame speed and flame thickness,
a chemical or laminar time scale

τL = lL

SL
(2.15)

is defined. The reaction kinetics determine the laminar time scale τL. The ratio
of inertia and friction forces in the flow indicates whether a turbulent flow is
present. The non-dimensional Reynolds number

Re = u l

ν
. (2.16)

denotes this ratio. The product of velocity u and the geometrical dimension
l , e.g., the tube diameter, represent the inertia forces. The kinematic viscos-
ity ν denotes the internal shear friction. Laminar flow will likely transition
into turbulent flow at a certain critical Reynolds number specific to the flow
type. The turbulent flow has a chaotic and anisotropic nature. According to
Reynolds [56], the intermittent velocity u(t ) in each dimension can be sepa-
rated into a mean velocity u(t ) and a fluctuation velocity u′(t ):

u(t ) = u(t )+u′(t ). (2.17)

Isotropic turbulence is assumed to characterize turbulent combustion
regimes [1]. This assumption allows the evaluation of the velocity fluctuation
from the turbulent kinetic energy k via u′ =p

2/3 k. It should be mentioned that
the intermittency of the flame locally influences u′. Hence, the root-mean-
square (RMS) velocity of the free flow in some distance to the flame is used in
many cases [1]:

ū′ = uRMS =
√

u′2 + v ′2 +w ′2. (2.18)

The turbulence energy transfers along a cascade from large eddies on integral
length scale lT to the smallest eddies on Kolmogorov scale lη, where the turbu-
lent energy dissipates into internal energy. The energy is transferred with the
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turbulent dissipation rate ε. Eddies contain turbulent kinetic energy depen-
dent on their size. The eddies with the integral length scale hold the most en-
ergy. The interaction of the flow with the surrounding geometry forms them.
Typically, a relation between lT and a geometrical length exists, e.g., the mesh
size in grids. The integral time scale

τT = lT

u′ (2.19)

is an estimate for the turnover time of large eddies at a certain level of turbu-
lent kinetic energy. Because the Kolmogorov scale relates to the dissipation of
kinetic energy into molecular motion, the Kolmogorov length scale

lη =
(
ν3

ε

)1/4

(2.20)

and the Kolmogorov time scale

τη =
(ν
ε

)1/2

(2.21)

both depend on the kinematic viscosity. The interpretation of the time scale
τη is equivalent to the integral time scale τT. Flame-turbulence interaction can
be classified using non-dimensional numbers derived from the previously de-
fined length and time scales. Analogous to the Reynolds number in Equation
2.16, the turbulent Reynolds number

ReT = u′ lT

ν
(2.22)

can be expressed using the velocity fluctuation u′ and the integral length scale
lT. The Damköhler number is the ratio of turbulent and laminar time scales:

Da = τT

τL
. (2.23)

The Kalowitz number is the ratio of laminar and Kolmogorov time scale:

Ka = τL

τη
. (2.24)

The laminar flame thickness lL includes the flame preheat and heat release
zone. A second Kalowitz number Kaδ is specified based on the thickness of the
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heat release zone of the laminar flame lδ. For hydrocarbon and hydrogen fuels,
the approximation of lδ ≈ 0.1 lL is valid [3]. If the approximation is applied to
the expression of the second Kalowitz number, it denotes

Kaδ = τδ

τη
=

(
lδ
lη

)2

≈ 0.01Ka. (2.25)

The two combustion regime diagrams of Borghi [2] and Peters [3] charac-
terize combustion regimes during flame acceleration of deflagrations and
self-ignition processes relevant to detonations. Peters exclusively considers a
flamelet-like structure in all flame regimes, separating reactants and products.
Borghi, however, includes a well-stirred regime without a visible flame front
during the reaction. Figure 2.7 combines both diagrams and illustrates a trend
line characteristic for flame acceleration. Concerning the effect of critically
high flame stretch on the flame speed, the border of turbulent flame quench-

Da = 1

Kaδ = 1

Ka = 1

u′/SL

lT/lL

Laminar
flamelet Wrinkled flamelet

Well-stirred reactor

Re
T =

1

101 102 103 104

1

101

102

103

1

104

10−1

10−1

Thin reaction zones

Flame acceleration

Border of turbulent

Corrugated flamelet

Broken reaction zones

flame quenching

Figure 2.7: Flame regimes of turbulent premixed combustion based on Borghi [2] and Pe-
ters [3] [adopted from [4] and [5]].

19



Explosion Fundamentals

ing is added in the diagram [1, 5].

As turbulence-chemistry interaction significantly increases the fuel consump-
tion speed, its relevance to the transient FA process is obvious. However,
turbulence can also cause flame extinction at extreme levels. Figure 2.8 il-
lustrating the turbulent flame front supports understanding the combustion
regimes. The combustion regimes presented in Figure 2.7 identify as:

• Laminar flamelet: For ReT < 1, the flame front remains laminar with its
typical inner structure of preheat zone and heat release zone (see Sec-
tion 2.2.1).

• Wrinkled flamelet: At low turbulence intensity, u′ smaller than SL, the
burning speed is fast enough to counteract short-term flow fluctuations
resulting in moderate wrinkling of the flame front.

• Corrugated flamelet: Once u′ becomes larger than SL, the continuous
flame front corrugates because the flame’s reaction rate does not damp
aerodynamic deformations anymore. The laminar flamelet structure is
maintained up to this turbulence intensity.

• Thin reaction zones: If Ka > 1 holds, the smallest eddies (Kolmogorov
eddies) penetrate the preheat zone of the flame structure. Larger eddies
increase the macroscopic corrugation of the turbulent flame brush, while
smaller eddies thicken the actual flame front, as depicted by Figure 2.8.
The smallest eddies do not penetrate the heat release zone. Hence, tem-
perature and species concentration profiles across the flame front main-
tain a quasi-laminar structure.

• Broken reaction zones: Once Kaδ > 1 is reached, Kolmogorov eddies also
enter the heat release zone, and the flamelet structure is broken up.

• Border of turbulent flame quenching: Intensive mixing of partially
burnt gas in the heat release zone with cold reactants of the preheat
zone potentially decreases the temperature below the ignition temper-
ature and may result in local flame extinction. Corresponding mixing re-
quires that the smallest eddies come close to the dimension of the heat
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release zone. Poinsot et al. [57] introduced the limit for turbulent quench-
ing using DNS simulations. The described flame extinction mechanism
is flame-stretch-related. It is relevant to fast deflagrations, which have
flame velocities equal to the speed of sound. Critical flame-stretch values
for flame extinction are exceptionally high in mixtures with Le < 1, such
as lean H2-CO-air mixtures (see Section 2.2.1). Turbulent quenching has
been discussed in the context of explosion scenarios in Reference [31]. In
addition to stretch-related quenching, flames can also extinguish due to
heat losses [58].

• Well-stirred reactor: The chemical reaction rate limits the fuel conver-
sion, and turbulence has no further influence on the combustion rate.
No reaction front is visible in this regime.

Turbulent flame brush

Unburnt

Burnt

Preheat zone

Heat release
zone

Kolmogorov
eddies

Ka = 1

Kaδ = 1

Figure 2.8: Illustration of turbulent eddies with the flame front [adopted from [6]].

The flame acceleration process refers to an upward trend towards the up-
per right corner in the combustion regime diagram of Figure 2.7 (red arrow).
The reaction kinetics limit the fuel conversion in the auto-ignition dominated
detonation. In contrast to Peters’s flamelet-like combustion regime classifi-
cation, the well-stirred reactor regime with Da < 1 introduced by Borghi al-
lows the interpretation of the auto-ignition process in detonations. In the
flamelet-like classification, turbulent quenching would occur instead of an
auto-ignition reaction when turbulence continuously intensifies in a deflagra-
tion. Because drastically different combustion regimes characterize deflagra-
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tions and detonations, the transition from a deflagration to a detonation can
be interpreted as a sudden jump between the regimes.

2.2.3 Combustion Instabilities

In theory, planar reaction fronts become unstable when disturbed by any per-
turbation. In practice, diffusion effects stabilize the flame front to some extent
resulting in a minimal perturbation wavelength or radius at which flame wrin-
kling begins [5]. Wrinkled flames have a larger surface, increasing the overall
burning rate and accelerating the flame. In the following, the intrinsic insta-
bilities of a flame front are listed:

• Landau-Darrieus instability: Hydrodynamic distortion amplification
due to the expansion-related streamline congestion behind the flame
front.

• Thermo-diffusive instability: Amplification or damping of distortion as
a consequence of unequal heat and species diffusivity.

Besides intrinsic instabilities, external forces and effects can create combus-
tion instabilities. The most important instabilities are:

• Kevin-Helmholtz instability: Shear-stress-related vortex evolution be-
tween two fluid layers at different velocities.

• Taylor-Rayleigh instability: Instability due to the nonparallel density
gradient and gravitation vector direction. Typically present when a heav-
ier fluid is on top of a lighter fluid.

• Richtmyer-Meshkov instability: Instability caused by the nonparallel
density and pressure gradient direction. Interpretation as momentum-
related Taylor-Rayleigh instability due to flow induction by the pressure
gradient instead of gravitation. Different acceleration of burnt and un-
burnt gas when a shock wave passes a flame front in a non-orthogonal
direction.
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• Accoustic instability: Coherence between acoustic pressure perturba-
tions and the flame’s heat release. It is more relevant to slow flames in
obstacle-free environments.

Figure 2.9 schematically illustrates the evolution of Landau-Darrieus (LD) and
thermo-diffusive (TD) flame instabilities. The left image shows that stream-
lines diverge close to a curved flame front. Continuity demands a reduced flow
velocity in the unburnt gas in front of the flame. First, the convex flame section
pushes further into the unburnt gas because the laminar flame speed remains
unchanged. Second, the flow acceleration due to the thermal expansion leads
to a convergence of the streamlines behind the flame front. Both effects am-
plify the distortion of the curved flame front over time. The LD instability is
omnipresent and independent of the mixture composition.
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Figure 2.9: Schematic of Landau-Darrieus (LD) instability (left) and thermo-diffusive (TD) in-
stability (right). The dashed flame shape demonstrates TD instability evolution
between time steps t1 and t2 [adopted from [5, 7]].

Depending on the Lewis number, a weakly wrinkled flame front is either
damped or amplified by the TD instability. At Le > 1, the thermal diffusion
exceeds the species diffusion. Preheating in the concave flame section is in-
tensified, resulting in a faster burning rate. At the same time, the dominating
heat transport cools down the hot product side in the convex flame section be-
cause heat is distributed to a larger surface. As a consequence, the perturba-
tions are damped. In reverse, the flame displacement is amplified when Le < 1.
In convex flame sections, intensified diffusion of the deficient reactant into
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the flame bulge amplifies the burning rate. Diffusion of the deficient species
into a larger area on concave sections decreases hot side temperature due to
a more distributed reaction.

Both intrinsic flame instabilities can be present at the same time. The TD ef-
fect can enhance or counteract the LD influence. Therefore, the onset of cel-
lular flame structures is often characterized by a critical radius [59]. The criti-
cal radius of mixtures with Le < 1, e.g., 15 vol.-% H2/CO in air, is significantly
smaller than for a mixture with Le ≥ 1, e.g., stoichiometric H2-CO-air. Sepa-
rating the LD and TD influence is hardly possible in experiments [60]. Some
combustion models account for the effect of flame instabilities by including
terms based on the Lewis number or the flame radius [7, 61, 62]. The onset
of cellular flame structures will occur at smaller critical radii with increasing
pressure [63, 64]. The reduction of flame thickness with increasing pressures
causes the noticeable pressure dependency of the flame instabilities.

Richtmyer-Meshkov (RM) instabilities [65, 66] can contribute to a high DDT
probability. RM instabilities will only be relevant once fast flames are present
because required strong pressure waves originate from a rapid flame acceler-
ation. The combined effect of pressure rise due to the shock front and intensi-
fied flame front wrinkling due to instabilities promotes the transition [67–69].

2.2.4 Flame Acceleration

If a flame front’s burning rate, i.e., the propagation speed, changes in time,
a pressure wave will be emitted from the flame front, adjusting the flow ve-
locity accordingly. Consequently, rapid flame acceleration can result in the
formation of strong pressure waves ahead of the flame. They have the po-
tential to damage the confining geometry. The formation of fast deflagrations
has to be understood to design a CFD-based explosion risk analysis. Detailed
descriptions of the mechanism of flame acceleration are presented in Ref-
erences [5, 40]. Because direct initialization of DDT is unlikely in accidents,
flame acceleration following weak ignition is discussed exclusively.

Figure 2.10 demonstrates the flame acceleration. After ignition, a quasi-
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laminar flame propagates spherically away from the ignition source (image
A). Geometrical confinement will distort the spherical flame shape once the
flame comes close to the walls. Once the critical radius described in the pre-
vious subsection is reached, a cellular flame structure forms. It significantly
increases the flame surface. A pronounced cellular flame structure will only
be present for mixtures with a small critical radius. The effects of flame stretch
by curvature, LD and TD instabilities determine the critical radius [7]. The in-
tegral heat release of the flame rises with the increase in flame surface area.
The expansion of hot combustion products induces a flow in the fresh gas.
The information of a faster flame front is transported to the fresh gas by small
pressure perturbations, similar to an accelerating piston [70]. Hence, the pres-
sure rises. A boundary layer forms in the fresh gas flow (image B). The flame
becomes finger-shaped. It has an increased flame surface due to the different
flow velocities in the bulk flow and the boundary layer.

A

Boundary layer

ux

B ux
C

Shock front

C*

Figure 2.10: Transient evolution of flame acceleration in obstructed and unobstructed chan-
nels.

Turbulence generated in the shear flow of the boundary layer enhances the
burning rate significantly. Consequently, stronger pressure perturbations are
emitted from the flame front, increasing pressure, temperature and velocity
in the fresh gas flow. In turn, the turbulence production rises again, creating a
feedback loop capable of continuously accelerating the flame. With increasing
temperatures in the fresh gas, each perturbation propagates faster than the
previous one. Over time the emitted pressure waves accumulate and develop
a shock front (image C). Once the flame is faster than the speed of sound, the
wall’s no-slip condition no longer influences the flame tip [5], and the flow
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velocity in the combustion products begins to rise. The flame accelerates until
the flow velocity in a relative coordinate system moved with the flame front
chokes at Ma = 1 in the combustion products. The choked condition relates to
the speed of sound of combustion products apr. The observed flame velocity
for a fixed observer is also close to apr at this stage [71]. The choked flame can
generate a shock front with an overpressure up to 10 bar. In fast deflagrations
propagating through smooth tubes, an intermittent "tulip" flame shape has
frequently been observed [72].

In contrast to smooth tubes, the obstruction of the flame path by obstacles
causes a more rapid higher flame acceleration for several reasons (image C∗

of Figure 2.10):

• The deflection of streamlines around obstacles increases the flame sur-
face compared to a finger-shaped flame.

• Steep velocity gradients in the shear layers behind obstacles intensify tur-
bulence production.

• Shock reflection at obstacles promotes Richtmyer-Meshkov instabilities.

Experimental studies [5, 73] display images of accelerating flames in ob-
structed channels. Investigating flame acceleration due to obstacles with
small blockage ratios (≈ 3%) like the Shchelkin spiral [74] showed that FA to
fast deflagrations can be reached in any fully confined geometry as long as
turbulence production is strong enough for the available channel length.

A flame is considered a fast deflagration once the observed propagation speed
reaches the speed of sound of the reactants are. The observed propagation
speed comprises the flame speed S and the unburnt gas velocity u1. The pos-
sibility of acceleration to a fast deflagration is commonly characterized by the
empirical σ-criterion in Equation 2.26 [31]. The ratio of unburnt ρu to burnt
density ρb gives the expansion ratio σ. Fast deflagrations can be expected
once the critical expansion ratio σcr,0 is exceeded. The criterion was derived
for symmetrical flames and flames propagating in a duct from a closed end.
In fully confined spaces, the criterion is equally valid for obstructed and un-
obstructed duct geometries. For homogeneous H2-air flames σcr,0 = 3.75 has
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been determined [31]:

σ= ρu

ρb
>σcr,0. (2.26)

The criterion is a necessary but insufficient characteristic to reach a fast de-
flagration since the channel may be too short for the transition. Because
the presented σ-criterion only relies on fluid properties, it does not consider
geometry-related influences on the acceleration process, like venting or strat-
ified mixtures. Therefore, Kuznetsov et al. [75] modified the critical expansion
ratio to the expression

σcr =σcr,0

(
1+K

s

h

)
. (2.27)

It was derived from data obtained at the medium to large-scale, semi-confined
A1-vessel at Karlsruher Institute of Technology (KIT). Uniform and stratified
mixtures were investigated [34, 75]. Equation 2.27 uses a facility-specific em-
pirical constant K , the obstacle spacing s and the layer thickness h. The layer
thickness h refers only to the layer height of the flammable mixture. While the
obstacle spacing relates to turbulence production, the fuel layer thickness in-
troduces the effect of lateral losses to the relation. Validation of the correlation
against small-scale experiments led to adjustments of the criterion by Grune
et al. [35, 36], which read

σcr =σcr,0 +35/heff , (2.28)

h2
eff =h A − ([BR] · s)B . (2.29)

The equations are numerical value equations, which are expressed with SI
units. The derived criterion follows the concept of maximum reactivity. It uses
the most reactive mixture composition of the stratified layer to evaluate σcr,0.
The effective height heff is calculated from the layer thickness h, the blockage
ratio [BR] ([BR] = Abl/A0) and the obstacle spacing s. The empirical constants
A and B are estimated to be A = 1.3 and B = 1.1. The concept of maximum
reactivity might not generally be applicable because it could not be verified
in the fully confined GraVent facility of the Technical University of Munich
(TUM) for inhomogeneous H2-air mixtures [76].

While FA with H2 as fuel was investigated experimentally many times [31, 35,
36, 77, 78], only a few investigations on H2-CO fuels exist [11, 79]. Generally,
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CO has a lower laminar flame speed. However, the volumetric substitution of
H2 by CO can lead to faster acceleration because the piston-like pushing ef-
fect of the burnt gas expansion intensifies [80]. Recently, a blending function
between σ-criteria for the individual fuels H2 and CO was proposed based on
Equation 2.27 in order to determine FA in semi-confined large-scale geome-
tries filled with homogeneous H2-CO-air mixtures [81]. In the expression

σcr = aH2 xH2,fσcr,0,H2

(
1+K

s

h

)
+aCO xCO,fσcr,0,CO

(
1+K

s

h

)
(2.30)

aH2 and aH2 denote coefficients, which resemble the tendency of FA to fast de-
flagrations of each fuel component. xH2,f and xCO,f are the mole fraction of each
component in the fuel. While the known value of σcr,0,H2 = 3.75 is used for H2,
σcr,0,CO is estimated from the investigation of Veser et al. [79] to σcr,0,CO = 4.65.
The approach was validated against large-scale semi-confined experimental
data from the A1-vessel of KIT. Because the already existent criterion for H2-
air provides the basis, aH2 is specified as unity. aCO = 1.18 is determined from
the experiments at the A1-vessel. The σ-criterion for multi-component fuels
has yet to be verified on other test facilities.

2.3 Detonation

In contrast to deflagrations, detonations are dominated by gas-dynamic ef-
fects. Therefore, detonations can be abstracted as a double discontinuity of a
shock wave and a reaction front [40]. The shock wave compresses the fresh
gas to temperatures, which can trigger auto-ignition. The rapid heat release
of the auto-ignition maintains the shock wave, while the shock wave initiates
the auto-ignition process. The double discontinuity can be described in a 1D
model. In reality, detonations propagates in a 3D structure with a distinct pat-
tern of longitudinal and transverse shock waves. The following section pro-
vides theoretical background information on the one-dimensional and multi-
dimensional propagation of detonations.
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2.3.1 One-Dimensional Theories

Two 1D theories with varying detail on the detonation’s structure are discussed
to understand the detonation’s dependency on mixture composition and ini-
tial fresh gas state.

2.3.1.1 Chapman-Jouguet theory

The relations derived from the Euler equations in Section 2.1 can be directly
applied to the double discontinuity. Figure 2.11 illustrates the double discon-
tinuity consisting of a shock front and a reaction zone. This structure is often
referred to as a detonation complex. Compared to a single reaction front, the
notation of states in the double discontinuity is altered to index 0 as the initial,
1 as the post-shock and 2 as the post-reaction state.

Reaction zone

Shock front

2 1 0

Figure 2.11: One-dimensional control volume of the detonation complex consisting of the
reaction zone and the shock front.

Chapman [82] and Jouguet [83] proposed the 1D theory describing the prop-
agation of stable detonations. In the CJ theory, no length or time scales are
associated with the different states in Figure 2.11. Hence, the reaction zone
is treated as a discontinuous reaction front. Figure 2.12 shows the detonation
branch (supersonic) in the Rankine-Hugoniot diagram in more detail to sup-
port the theory explanation. If the double discontinuity satisfies the CJ condi-
tion (Ma2 = 1), the Rayleigh line (lower blue line) is tangential to the Hugoniot
curve of the reaction front (Q > 0). The intersection of the Hugoniot curve of
the shock front (Q = 0) with the same Rayleigh line determines the CJ post-
shock state 1. The post-reaction state 2 is the upper CJ point on the Hugoniot
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Figure 2.12: Rankine-Hugoniot diagram with Hugoniot curve (red) and Rayleigh lines (blue)
illustrating overdriven and CJ detonation solutions.

curve of the reaction front (Q > 0). The dotted arrows indicate the change of
states along the detonation structure.

The Taylor expansion fan propagates in the reaction zone’s wake [84]. It forms
due to the boundary condition on the burnt side of the flame front, e.g., the
close end of a duct. If the CJ condition is satisfied, the expansion fan will
not interfere with the leading shock and the reaction front. Rapid heat re-
lease can cause the shock wave to become stronger than the correspond-
ing von Neumann state of a CJ detonation. In this case, the reaction front’s
heat release will not accelerate the flow sufficiently to satisfy the CJ condi-
tion (u2 < a2). An overdriven detonation originates. The post-shock and post-
reaction states of the overdriven detonation exceed the von Neumann and CJ
point in the Rankine-Hugoniot diagram 2.12. A temporary overdriven detona-
tion is typical for the deflagration-to-detonation transition. The expansion fan
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will interfere with the detonation complex, continuously decreasing the shock
front’s strength until the corresponding post-shock state of the CJ detonation
is reached. At this point, the Taylor expansion fan cannot interfere with the
detonation complex anymore. Hence, the CJ point represents the only steady-
state solution of the double discontinuity. The CJ velocity D0,CJ of the stable
detonation can be estimated as follows

D0,CJ =
√
κRT0 + κ2 −1

2
q12 ±

√
κ2 −1

2
q12. (2.31)

The steady-state solution only depends on the fresh gas’s thermodynamic
state and mixture composition. Due to the thermally choked flow, the 1D
model predicts measured stable detonation velocities well [5].

2.3.1.2 Zeldovich-von Neumann-Döring (ZND) Theory

Zeldovich [85], von Neumann [86] and Döring [87] extended the CJ theory to
the ZND theory, each independently from the others. The theory was named
after its three original investigators. Using reaction kinetics, they evaluated an
ignition delay time tign and a reaction time texo. A correctly tuned one-step
Arrhenius model is sufficient to determine these parameters [88]. Hence, a de-
tailed reaction mechanism is not required. However, it allows a more straight-
forward evaluation of tign and texo for varying mixture compositions. Both time
scales transfer to a one-dimensional length scale in the detonation’s structure
shown in Figure 2.11. They result in an induction length behind the shock
front and a reaction zone width.

Figure 2.13 shows a schematic of the detonation structure according to the
ZND theory. Following the shock front, a plateau exists. The state only changes
after the ignition delay time has passed. This plateau (index 1 in Figure 2.12)
relates to the von Neumann (vN) state. During heat release over the time scale
texo, the expansion relaxes the pressure to the level of the CJ-state (index 2 in
Figure 2.12). While the density behaves similarly to the pressure, the temper-
ature increases across both state changes.

While detonation velocities can be obtained from the CJ theory, the corre-
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sponding time scales of the detonation’s structure can be estimated with the
ZND theory. Under-resolved simulations for risk assessment cannot repro-
duce the detonation complex on the correct length scale. However, the tem-
poral sequence of states presented in Figure 2.13 can be reproduced by under-
resolved detonation simulation codes quantitatively correct [89].

t
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, ρ
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CJ-statevN-state

texotign

Figure 2.13: The one-dimensional ZND detonation structure characterizing von Neumann
(vN) and Chapman-Jouguet (CJ) state.

2.3.2 Multi-Dimensional Detonation Structure

It has been shown mathematically that planar shock fronts are unstable when
disturbed by any perturbation [90]. Consequently, detonations form a com-
plex 3D structure with a distinct wave pattern on a macroscopic scale. Fig-
ure 2.14 depicts a simplified two-dimensional schematic of the 3D structure
with rhombus-shaped cells.

Transverse waves (T) stabilize the planar shock front. The interaction of the
leading shock wave (LS) and the transverse wave result in a Mach stem (M)
formation. As streamlines have to pass the leading shock and the transverse
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Figure 2.14: Two-dimensional schematic of the three-dimensional detonation structure.

wave to reach the same location as passing the Mach stem, the Mach stem is
stronger than each of the other waves. Therefore, the induction length behind
the Mach stem is shorter, and the reaction zone begins closer to the shock. The
intersection of all three waves is the so-called triple point at which the high-
est pressure levels are present. Soot foils can visualize the triple point trajec-
tory experimentally [91]. A similar visualization can also be obtained numeri-
cally [92]. The triple point trajectory forms the characteristic rhombus-shaped
detonation cell with its detonation cell size λ.

A new detonation cell originates from the collision or the reflection of triple
points. The triple point superposition generates an intensive local explosion
creating a new Mach stem. The shock front is referred to as Mach stem (M)
only in the first half. In the middle of the cell, a triple point collision forms
a new Mach steam in the adjacent cell. Hence, the shock front becomes the
leading shock (LS) in the second half of the cell. The shock wave’s intensity de-
cays from left to right of the detonation cell. The time steps t1 and t2 visualize
the temporal evolution of the detonation propagation pattern in Figure 2.14.
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The detonation’s velocity decreases across the length of a cell similar to the
intensity, but the mean velocity is close to the 1D estimate of the CJ theory
D0,CJ.

Depending on the mixture’s reactivity, the detonation structure exhibits a reg-
ular or irregular pattern. More reactive mixtures show more irregular pat-
terns [40]. Furthermore, the detonation cell size is linked to the mixture reac-
tivity. Because the fundamentals of multi-dimensional detonations still need
to be fully understood, theory-based quantification of the detonation cell size
is difficult. Nonetheless, the influence of the activation energy on the mixture
reactivity led to the attempt to evaluate λ from chemical kinetics [93]. Since
the results are associated with large uncertainties [94], experiments remain
the primary data source for detonation cell sizes.

Because the 3D detonation structure needs to propagate self-sustained
within a confining geometry, λ represents the most suitable parameter for
deflagration-to-detonation transition criteria. The numerical simulation of
the 3D structure requires the resolution of the induction length [95]. Thus, the
simulation of fully resolved detonations is impractical for combustion-related
risk assessment due to immense computational resource requirements.

2.4 Deflagration-to-Detonation Transition

2.4.1 Phenomenology

Direct initiation of detonation is highly unlikely in accidents. Therefore, only
the DDT mechanism originating from a weak ignition and flame acceleration
to fast deflagrations is discussed in the following. Several experimental and
numerical studies [40, 67, 96] described the DDT mechanism.

The Rankine-Hugoniot diagram only allows two steady-state solutions, the CJ-
deflagration and CJ-detonation. The transition between the two solutions re-
quires a jump in the simplified 1D model. While the transition is much more
complex in detail, the macroscopic effect of DDT is associated with a sud-
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den jump in the observed flame velocity from the speed of sound of combus-
tion products apr to the stable detonation velocity DCJ. Typically, the observed
flame velocity temporarily overshoots DCJ (overdriven detonation) during the
transition before it relaxes to DCJ for a stable propagation [97]. The Rankine-
Hugoniot diagram of Figure 2.12 already illustrated the corresponding over-
driven detonation state.

Brehm and Mayinger [42] showed that with sufficiently strong pressure waves,
the acceleration feedback loop becomes unstable, and the flame velocity
rises exponentially, which can ultimately lead to DDT. A significant differ-
ence between deflagrations and detonations is that heat and mass transport
drive deflagrations and gas-dynamic effects dominate detonations. Therefore,
auto-ignition due to shock compression continuously becomes more relevant
along the complex transition process.

Due to rapid FA to a thermally choked fast deflagration, a strong pressure
shock forms far ahead of the flame front. The compression of the fresh gas
by a shock wave corresponding to a choked fast deflagration does not lead to
comparably low ignition delay times as anticipated for the detonation in the
ZND theory [98]. Consequently, a single auto-ignition event triggered by the
mentioned pressure wave is insufficient for successful DDT. Instead, a zone
with matched self-ignition heat releases and preconditioning of the fresh gas
allowing the auto-ignitions is necessary to achieve the shock strength speci-
fied in the ZND theory. The transition process is described in more detail in
the following.

Local fresh gas zones capable of auto-ignition, referred to as hot spots, form
in the unburnt flow ahead of the flame. They originate from local fluctuations
of the thermodynamic state. Eventually, a pressure wave leads to self-ignition
of a hot spot called ’explosion inside the explosion’ [99]. After the first hot spot
ignition, a transition to a stable detonation is only successful if a matching
gradient in the ignition delay time exists in the surrounding [100]. A spon-
taneous pressure wave, which is stronger than the initial wave, stems from
the rapid heat release of the auto-ignition at the hot spot location. The wave
triggers auto-ignition in a nearby kernel whose preconditioned temperature
is lower than the initial hot spot’s temperature, i.e., it has a higher ignition de-
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lay time. The auto-ignition initiates a new spontaneous wave. In this process,
the quick heat release and the proximity of auto-ignition kernels cause the
leading pressure wave intensity to grow constantly. The pressure waves dur-
ing FA can create the required ignition delay time gradient. The auto-ignition
sequence eventually forms a shock front, which is strong enough to initiate
auto-ignitions in the unconditioned fresh gas [88]. A stable propagating de-
tonation complex establishes, consisting of a shock front followed by a reac-
tion zone. This transition mechanism is described as Shock Wave Amplified
Coherent Energy Release (SWACER) [100, 101]. A mathematical description of
this sensitive process is complicated due to its highly stochastic nature. The
SWACER mechanism is accepted as the transition process for almost all DDT
scenarios [5].

Figure 2.15 illustrates the two transition modes following either shock-
focusing or transition in the vicinity of the flame. Reflection of shock waves
and especially the focusing of shock waves in corners of the confinement is
referred to as strong solution [102]. Successful DDT can be determined quite
accurately through the ignition delay time in this scenario because, here, auto-
ignition exclusively relies on the compression of the fresh gas.

DDT in the flame vicinity is considered the weak solution. Determining the
onset of DDT in weak solutions is very challenging due to the complex interac-
tion of different influencing parameters, like heat transfer, turbulence fluctu-

Turbulence production amplifying flame acceleration

DDT onset by shock-focusing DDT onset in the flame vicinity

Strong solution: Weak solution:

Figure 2.15: Schematic of transition modes in obstructed channels typical for accident sce-
narios.
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ations and the preconditioned state of the fresh gas. This becomes especially
difficult because the preconditioned fresh gas’s state requires an accurate FA
prediction. Different DDT scenarios are considered weak solutions:

• Abrupt reignition by mixing fresh gas with hot burnt gas after flame
quenching [103, 104].

• Auto-ignition in a local hot spot close to the flame front resulting from
the interplay of gas dynamics, turbulence and chemical reaction [88].

Apart from matching the state of the preconditioned fresh gas with the heat
release from the auto-ignition reaction, the resulting spontaneous pressure
wave and reaction front must propagate with related velocities to obtain a
successful transition [105]. If the reaction speed is too high, the reaction front
will overtake the pressure wave interrupting the auto-ignition process, and the
flame reverts to a deflagration. Vise versa, the reaction will not be able to keep
up if the wave velocity is too high. This scenario prohibits the pressure wave
buildup according to the SWACER mechanism. The two gradients, the pres-
sure wave and the reaction front, depend on each other. The pressure wave
provides sufficiently low ignition delay times, and the reaction maintains the
shock front with its heat release. Regarding modeling approaches, capturing
and maintaining both gradients for DDT prediction is mandatory.

2.4.2 Transition Criteria

While the mixture reactivity poses a general limit for the onset of DDT,
the confining geometry also restricts the propagation of stable detonations.
The 3D detonation structure has to be sustained inside the geometry. The
composition-dependent detonation cell size λ denotes a characteristic geo-
metrical dimension of the detonation complex.

Relations between the geometrical dimension and the detonation cell size
proved suitable as empirical criteria for the onset of detonations. The deto-
nation cell size depends on the mixture composition and the initial state. The
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λ-criterion for the onset of detonations has been derived from many DDT ex-
periments in obstructed channels on various geometrical scales [32]. If the
geometrical length scale l exceeds

l > 7λ (2.32)

a stable detonation can propagate within the confinement, allowing the DDT.
The criterion’s simplicity is beneficial for practical use in safety assessment,
but determining the characteristic length scale l is not straightforward in ev-
ery geometry. Dorofeev et al. [32] provided length scale expressions for pe-
riodically obstructed channels. Using the gas cloud volume Vg a generalized
length scale was specified, which reads

l = 3
√

Vg. (2.33)

The criterion can be criticized for only being associated with stable detona-
tions. Hot spot auto-ignitions without a successful DDT are not accounted
for, even though their resulting pressure levels exceed those of fast deflagra-
tions. Furthermore, the vague definition of the characteristic length scale lets
the criteria appear situational, needing a generalized best practice guideline.
Despite the uncertainties, the simplicity allows a fast evaluation of potential
hazardous mixture compositions during CFD simulations [38, 106].

In the case of semi-confined layers of combustible gas [34,36,75], the criterion
is adjusted using the layer thickness

h > 13.5λ. (2.34)

The interpretation of the layer thickness h remains equivalent to it in Equa-
tion 2.27. The criterion in Equation 2.34 was recently adopted for H2-CO-air
mixtures. A blending function between individual criteria for H2-air and CO-
air was proposed:

h

λ
> xH2,f

h

λ

∣∣∣∣
H2

+xCO,f
h

λ

∣∣∣∣
CO

. (2.35)

While h
λ

∣∣
H2

is specified by Equation 2.34, h
λ

∣∣
CO

= 26 was determined from ex-
periments in the A1-vessel at KIT. The criterion is derived for homogeneous
H2-CO-air mixtures, and it has not yet been validated against experiments at
other test facilities.
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3 Numerical Explosion Modeling for Risk
Assessment

A reliable combustion-related safety assessment is necessary when explosive
gas mixtures are present in any technical application. Using the experimen-
tally derived flame acceleration and detonation criteria, described in Chap-
ter 2, is often challenging in the complex geometries of real-world accident
scenarios. In contrast, CFD codes allow risk analysis in arbitrarily complex ge-
ometries. Moreover, FA and DDT result from the interplay between reactivity,
turbulence and gas-dynamic effects in CFD simulations [37,107]. The simula-
tions incorporate the FA influence on the fresh gas state before DDT and pro-
vide information about the DDT location. However, the design of CFD-based
risk assessment codes for combustion phenomena encounters several chal-
lenges:

• Combustion regimes: Following weak ignition, the flame evolves from
a slow to a fast deflagration during FA. Subsequently, gas-dynamic ef-
fects trigger auto-ignition events, which lead to DDT. If DDT is success-
ful, a stable detonation forms ultimately. Because the different regimes
are linked, all regimes must be properly captured.

• Disparity of speeds: Explosion scenarios range from a quiescent state at
ignition to a supersonic flow in the detonation regime. While the flow
can be considered incompressible at slow velocities, the supersonic flow
is compressible.

• Discontinuities: Gas-dynamic effects like shock waves represent discon-
tinuities. They play an essential role for FA, DDT and detonations. The
flame front resembles a reactive discontinuity on very coarse meshes,
which are typical for industrial-scale simulations. Capturing flow and re-
active discontinuities requires the adequate design of a low-dissipative
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discretization, an appropriate solver architecture and suitable combus-
tion models.

• Disparity of length and time scales: Relevant Length scales in combus-
tion accidents range from the smallest Kolmogorov eddies associated
with turbulence to the geometrical length scales of the confining struc-
ture. Similarly, the time scales of reaction kinetics and the total time for
flame propagation through the domain differ by several orders of mag-
nitude. Appropriate modeling is unavoidable for the smallest scales to
maintain reasonable computation times of DDT risk analysis simula-
tions.

• Combustion model: Turbulence significantly influences the flame struc-
ture, and different interaction regimes must be considered during tran-
sient explosion simulations. Due to an excessive computation time de-
mand, turbulence-chemistry interactions cannot be resolved in risk
analysis simulations. Hence, sub-grid modeling is required. Moreover,
regime-dependent models are necessary for the deflagration and the de-
tonation regime due to the vastly different flame structures.

• Fuel flexibility: Due to its high hazard potential, highly reactive H2 has
played a predominant role as fuel in risk assessment code development.
However, the relevance of multi-component mixtures like H2-CO contin-
uously increases for technical applications. Hence, risk assessment codes
must be flexible concerning the mixture components present in the ana-
lyzed accident.

• Efficiency: Parameter studies are essential to accident risk analysis.
Appropriate model selection, efficient evaluation methods and load-
balancing algorithms can keep computational time low while increasing
the code usability.

Existing risk assessment CFD codes apply different strategies for model-
ing transient explosion events. Their performance is compared in blind
tests [108]. The tests prove the promising role of CFD in risk assessment. At
the same time, the tests unveil limits that need to be addressed in the future.
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An overview of existing codes is provided in the following. It allows the com-
parison of the CFD framework developed in the present thesis with existing
codes.

3.1 Overview of Combustion-Related Risk Assessment Codes

In combustion risk analysis, the initial step is to predict mixture formation.
The fuel distribution significantly influences FA and DDT. The explosion-
related empirical criteria can be checked based on the fuel and oxidizer mix-
ture distribution. The formation and distribution of combustible mixtures [38,
109–111] are commonly simulated utilizing lumped-parameter codes with a
coarse nodalization or CFD solvers with a higher computational effort, i.e.,
GASFLOW-MPI [112] or ContainmentFOAM [113]. In addition to the mixture
distribution, CFD simulations provide information on turbulence intensity
due to the developed flow in the formation process. Both fields are relevant
input parameters for combustion simulations.

The length and time scales relevant to combustion are significantly smaller
than those during the mixture formation. Therefore, separate CFD codes usu-
ally address the mixture formation and the combustion to capture the respec-
tive dominating physical effects. All application-oriented solvers are applied
on under-resolved computational meshes since the required resolution for
mesh-independent computations cannot be satisfied for industrial scenarios.
In consequence, the degree of modeling is very high in these combustion sim-
ulations. The CFD code development for combustion risk analysis by compa-
nies and research institutes focuses primarily on H2 as fuel.

The codes COM3D [114] for slow and fast deflagrations and DET3D [115]
for detonations were developed at the Forschungszentrum Karlsruhe (FZK),
which is part of today’s Karlsruhe Institute of Technology (KIT). Deflagrations
and detonations are treated separately because the combustion regimes con-
stitute different modeling requirements. Both codes use a structured block
mesh topology. It limits the ability to discretize complex geometries on very
coarse meshes. In addition, shock reflections, which are particularly impor-
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tant to DDT, are reproduced inaccurately on curved surfaces with the block
mesh topology. The empirical 7λ criterion determines the transition to a deto-
nation (see Section 2.4.2). Once the criterion is satisfied, the user has to switch
from the pressure-based COM3D to the density-based DET3D code for the de-
tonation calculation. This procedure skips the transient DDT. Consequently,
pressure loads during DDT leading to a potential failure of the confining struc-
ture might not be identified. Dimmelmeier et al. [38] demonstrated the pro-
cedure in a risk analysis study of the pressurized water reactor containment
EPR.

The codes COM3D, DET3D and GASFLOW have been merged under the name
GASFLOW-MPI [106, 112] to obtain an all-speed risk analysis CFD framework.
GASFLOW-MPI solves the compressible 3D Navier-Stokes equations semi-
implicitly in a pressure-based algorithm for all combustion regimes. The de-
flagration is modeled with a turbulent flame speed closure approach. A two-
step Arrhenius-based chemistry model with an induction time criterion sep-
arating the shock front and the heat release zone describes the propagation
of the detonation complex. DDT simulations are currently out of the frame-
work’s scope [106]. The consideration of conjugate heat transfer is a beneficial
feature for slow flame simulations. Drawbacks of the code are its restriction to
structured block meshes and the static switch between the deflagration and
the detonation combustion model based on the empirical criterion.

The commercial CFD code FLACS, developed by GexCon, computes gas ex-
plosions in offshore oil and gas production platforms. A variety of fuels can
be investigated by the code apart from H2, which is mandatory for its appli-
cation to gas production facilities. The 3D compressible Navier-Stokes equa-
tions are solved with the pressure-based algorithm (SIMPLE) [116]. A one-step
Arrhenius approach combined with an artificial flame thickening method de-
scribes the flame propagation. The approach sustains a flame brush width of
3 to 5 cells. A porosity-distributed resistance model considers obstacles that
the computational mesh does not resolve during simulation. Not all structures
need to be represented by the mesh, simplifying the mesh generation. It allows
a flexible application of the solver. On the downside, the solver setup becomes
more complicated because the user must specify several additional model pa-
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rameters. The pressure gradient across the flame brush determines the likeli-
hood of DDT [117, 118]. The threshold of the pressure gradient is empirically
derived, which lacks generality. Since detonation simulations are out of scope,
the code does not contain a specific modeling strategy for detonations. How-
ever, detonation simulations have been attempted utilizing the code’s model-
ing strategy for fast deflagrations [119]. Detailed user guidelines exist for the
code because it is validated against many different explosion scenarios [120].

The EUROPLEXUS code of the Atomic Energy and Alternative Energies Com-
mission (CEA) can be applied to all combustion regimes [121]. The code solves
the 3D Euler equations. Hence, viscous effects are neglected. However, the
effective numerical viscosity is scaled to include the corresponding molec-
ular viscosity. In order to preserve discontinuities, convective terms are dis-
cretized with the reactive discrete equation method (RDEM) [122, 123], which
employs a reactive Riemann solver [124]. In the flame-front tracking combus-
tion model, the integral turbulent length scale appears in the closure term of
the non-conservative transport equation of the reaction progress variable. The
length scale is either treated as a static tuning parameter or is dynamically
evaluated [121]. The solver simulates slow and fast flames as well as DDT. The
framework was validated with homogeneous H2-air mixtures on varying geo-
metrical scales. Correctly tuning the model parameters for different scenarios
makes a straightforward solver application challenging. Additionally, a high
number of model tuning parameters can cause noticeably deviating simula-
tion results when different users simulate the same accident scenario.

Developed by CEA in collaboration with the Institute for Radiological Pro-
tection and Nuclear Safety (IRSN), another CFD code named TONUS did
emerge [125]. The combustion modeling with multi-component species
transport is based on the CREBCOM [126] model, which utilizes a forest-fire
mechanism. As a forest fire jumps from tree to tree, the flame propagates from
one cell to the next in this model. A binary Heaviside function achieves this
with a threshold temperature that specifies whether the control volume burns.
The main drawbacks are its inability to represent the correct flame thickness
and the requirement to prescribe the integral heat release rate, i.e., the flame
speed, according to the mesh size. CREBCOM has also been employed in other
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CFD codes for combustion accident risk assessment.

Almost all mentioned CFD solvers are designed to be applied explicitly to one
of the three flame regimes - slow deflagration, fast deflagration or detonation.
The onset of DDT is primarily based on empirical criteria instead of the locally
present interplay of the heat release, turbulence and gas-dynamic effects in
the simulated scenario. If the codes can be applied to different flame regimes,
the simulation is stopped once the corresponding empirical criterion is satis-
fied. Another simulation with a different modeling strategy is started for the
next flame regime. The numerical simulation of DDT following weak ignition,
and subsequent flame acceleration remains a difficult challenge for combus-
tion modeling with an under-resolved approach. In addition, H2-air mixtures
represent the primary interest in the solver development for explosion risk
analysis. Only the FLACS code allows a flexible selection of fuels. None of the
codes takes multi-component fuels into account.

3.2 CFD Framework for Stratified H2-CO-Air Explosions on
Multiple Geometrical Scales

Ettner [8] and Hasslberger [4] developed a CFD solver for combustion simula-
tions of FA and DDT at the Technical University of Munich (TUM). The solver
utilizes the open-source CFD library package OpenFOAM (Open source Field
Operation and Manipulation) [127]. Discretization in OpenFOAM is based
on the finite volume method (FVM). It supports the topology of unstruc-
tured computational meshes with arbitrary polyhedra, which allows the de-
tailed reproduction of complex geometries. Moreover, OpenFOAM is capable
of massive parallelization, as demonstrated in a DDT analysis in a Konvoi-type
pressurized water reactor containment [128]. The previously developed CFD
solver has the following key characteristics:

• Incorporates H2-air combustion modeling capable of simulating FA,
DDT and subsequent detonation in a single continuous calculation.

• Can be applied to small and industrial-scale geometries.
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• Includes low-dissipative numerical methods for under-resolved simula-
tions, which is especially beneficial for large geometrical scales.

• Utilizes broadly validated models in order to limit user-dependent un-
certainties introduced by the need to specify model input variables.

The scope of the thesis is to extend the existing combustion-related CFD
solver for FA and DDT risk assessment to H2-CO-air mixtures and to apply
it to small as well as large-scale geometries. Figure 3.1 gives an overview of the
CFD framework’s modeling strategy to calculate FA and DDT. In Figure 3.1, nu-
merical methods and models of the developed solver are associated with the
aspect they contribute to in the modeling strategy. Additionally, red lines link
the methods to their appropriate section of the explosion simulation in the
image. Aspects of the modeling strategy, which require adjustments due to the
H2-CO fuel or have been improved by model extensions, are framed in red. Ap-
propriate methods for flame propagation have been implemented to evaluate
required combustion modeling parameters, like the laminar flame speed, the
Lewis number and the critical velocity gradient for turbulent flame quench-
ing. The detonation modeling strategy has been improved by introducing a
dynamic scaling of the source term. The following three aspects summarize
the key contributions of the development of the thesis:

• Extension of the flame propagation simulation methodology to the
multi-component mixture of H2-CO-air, including improvement of the
methodology.

• Introduction of numerical methods to consider inhomogeneous multi-
component fuel distributions and partially confined structures in order
to cover more accident scenarios with the modeling strategy.

• Improvement of computational efficiency by introducing a load-
balancing method.

The developed H2-CO-air CFD solver for FA and DDT risk assessment is based
on the previous work by Ettner [8] and Hasslberger [4]. Since the governing
equations are almost identical in the newly developed solver compared to the
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previous work, they are only briefly described in the following sections. The
developed solver handles the inhomogeneous distribution of the fuel com-
ponents H2 and CO through individual mixture fractions. Moreover, the com-
bustion model for deflagrations and detonations is described in detail, em-
phasizing adjustments concerning the fuel extension from the previously in-
vestigated H2 to H2-CO. The efficiency improvement via a load-balancing al-
gorithm is presented in depth at the end of the chapter.

p
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t + dt

Governing Equations

- Mass, momentum, energy conservation
- Compressible URANS equations
- kOmega-SST turbulence model 
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Computational Efficiency
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Figure 3.1: Overview of the modeling strategy for FA and DDT in stratified H2-CO-air mixtures
on multiple geometrical scales in the CFD solver developed in the thesis. (Major
contributions compared to the previous solvers [4,8] are indicated by red frames).
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3.2.1 Governing Equations

The unsteady 3D Navier-Stokes equations are solved together with the mass
and energy conservation equations. More detail on the equations can be
found in the literature [56, 129]. Due to the transonic velocities present dur-
ing detonation propagation, the equations account for compressible reactive
flow.

Turbulent fluctuations contribute significantly to FA and must thus be consid-
ered in the simulation. Direct Numerical Simulations (DNS) resolve the entire
turbulent spectrum, which requires very small cell sizes. Large-Eddy Simula-
tions (LES) resolve the turbulent structures above a cut-off length. Due to the
large geometrical dimensions and the high Reynolds numbers characteristic
of explosion accidents, the necessary spatio-temporal resolution of LES and
DNS cannot be calculated with reasonable computational effort. Unsteady
Reynolds-averaged Navier-Stokes (URANS) equations only resolve mean flow
quantities and model the turbulence influence, which makes it very suit-
able for explosion simulations for risk assessment. The use of under-resolved
meshes agrees with the URANS methodology, but the accuracy of turbulence
modeling decreases with coarser meshes.

The URANS equations express any flow variable φ as a superposition of a
mean and a fluctuating value. Equation 3.1 demonstrates the decomposition.
Ensemble-averaging of N values at the same position x and time t has to be
used to obtain the mean value φ in transient simulations:

φ(x, t ) =φ(x, t )+φ′(x, t ) with φ(x, t ) = lim
N→∞

1

N

N∑
n=1

φ(n)(x, t ). (3.1)

For compressible or reactive flows with non-constant density, the URANS
equations are simplified by employing mass-weighted mean values according
to Favre [130]. Equation 3.2 shows the weighting and the resulting decompo-
sition in mass-weighted mean values φ̃ and fluctuation values φ′′:

φ̃= ρφ

ρ
resulting in : φ(xi , t ) = φ̃(xi , t )+φ′′(xi , t ). (3.2)

The decomposition into mean and fluctuation value introduces the Reynolds
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stress terms
(
ρ�u′′

i u′′
j

)
to the momentum equations and turbulent scalar

flux terms
(
ρ�φ′′u′′

j

)
to scalar transport equations, respectively. The Reynolds

stresses and scalar fluxes appear as unknown terms in the URANS equations,
which prevents a straightforward computation. Instead, a turbulence model is
employed to approximate the turbulent flux terms. A detailed derivation of the
URANS equations applied in the solver can be found in the previous work [4]
or a more general view in the literature [1, 129, 131].

3.2.1.1 Conservation Equations of Mass, Momentum and Energy

The Favre-averaged continuity equation in Einstein’s summation convention
reads

∂

∂t
ρ+ ∂

∂x j

(
ρũ j

)= 0. (3.3)

ρ denotes the density and u the velocity. The momentum conservation of
the reactive flow is described by the compressible 3D unsteady Reynolds-
averaged Navier-Stokes equations, which read

∂

∂t

(
ρũi

)+ ∂

∂x j

(
ρũi ũ j + 2

3
δi jρk

)
=

∂

∂x j

(
µeff

(
∂ũi

∂x j
+ ∂ũ j

∂xi
− 2

3
δi j

∂ũm

∂xm

))
− ∂p

∂xi
+ρgi .

(3.4)

The mathematical operator δi j is the Kronecker delta, p denotes the pressure,
and k is the turbulent kinetic energy. Gravity is considered the only external
volume force with the gravitational acceleration vector gi . The Boussinesq hy-
pothesis [129] is applied to model the Reynolds stresses. The molecular vis-
cosity µ and the turbulent eddy viscosity µT introduced by the Boussinesq hy-
pothesis are combined to an effective viscosity µeff:

µeff =µ+µT. (3.5)

Semi-empirical turbulence models have been published to describe µT.
The well-established k-ω Shear Stress Transport (SST) turbulence model by
Menter [132] is applied in the present explosion simulations. It is discussed in
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more detail in Section 3.2.1.2. The mass-weighted average of the molecular dy-
namic viscosity of each species µk in the multi-component gas mixture yields
the mixed molecular dynamic viscosity µ. The molecular dynamic viscosity of
each species is determined by the Sutherland equation [133]:

µk = Ak,S
T 3/2

T +Tk,S
. (3.6)

In a multi-component mixture, the Sutherland temperature Tk,S and the
Sutherland coefficient Ak,S must be provided for each species. The Sutherland
parameters are not always directly available. However, they can be obtained
by fitting the function of Equation 3.6 to viscosity-temperature profiles from
databases, e.g., NIST1. Sutherland parameters for each species in the H2-CO-
air reaction system are listed in Appendix A.1.

A conservation equation for energy needs to be solved in reactive flows. For
compressible flow, the kinetic energy needs to be considered. Hence, the con-
servation of energy is expressed in terms of the total internal energy et com-
posed of the static internal energy e and the kinetic component. The static part
can be further separated into the energy of formation at reference conditions
e f,0 and the sensible internal energy es. The latter can be calculated through
each species’ isochoric specific heat capacity cv,k(T ). Equation 3.7 shows the
decomposition of the total internal energy of a multi-component gas mixture.
Index k resembles all species of the mixture:

et = e + ui ui

2
=

Nsp∑
k=1

yk

(
e f

k,0 +
∫ T

Tref

cv,k(T ) dT

)
︸ ︷︷ ︸

ek

+ui ui

2
. (3.7)

In practice, the temperature-dependent internal energy of each species ek is
evaluated employing NASA polynomials with seven coefficients [134] derived
from the NIST-JANAF thermochemical tables2. The JANAF coefficients that
are part of the detailed reaction mechanism of Li et al. [14] are used for the
present simulations. The NASA polynomial yields the enthalpy of the species

1National Institute of Standards and Technology (NIST) WebBook - URL:
https://webbook.nist.gov/chemistry/

2NIST thermochemical tables - URL: https://janaf.nist.gov/
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hk , which is transformed into the internal energy (ek = hk − Rm,k(T − Tinf)).
The unsteady Reynolds-averaged conservation equation of the total internal
energy writes

∂

∂t

(
ρẽt

)+ ∂

∂x j

(
(ρẽt +p)ũ j

)=
∂

∂x j

(
ρ aeff

∂(ẽ +p/ρ)

∂x j
+µ

(
∂ũ j

∂xi
− 2

3
δi j

∂ũm

∂xm

))
.

(3.8)

The enthalpy flux via species diffusion is neglected. Radiation, the Dufour ef-
fect and the Soret effect are considered to be of minor importance and thus
neglected as well. Analogous to the effective dynamic viscosity for the molec-
ular and turbulent viscosity, the effective thermal diffusivity aeff combines
molecular and turbulent thermal diffusivity aT. In order to reduce the num-
ber of modeling parameters of the turbulence model to only µT, the turbu-
lent Prandtl number (PrT = µT/(aTρ)) introduces a relation between a and µ,
which yields

aeff = a +aT = a + 1

PrT

µT

ρ
(3.9)

in terms of the effective thermal diffusivity aeff. PrT is a constant, predefined
value specified as unity in all simulations. The set of equations for mass, mo-
mentum and energy conservation is closed with the equation of state for ideal
gases in Equation 3.10. Rm refers to the mass-specific gas constant of the mix-
ture:

p = ρRmT. (3.10)

3.2.1.2 Turbulence Modeling

Turbulence models of varying complexity were developed to address the
closure problem of Reynolds stresses and turbulent fluxes in the URANS
equations [56, 129]. With the Boussinesq approximation in place, the well-
established k-ω SST turbulence model of Menter [132] is used in the solver.
References [132, 135, 136] provide detailed information about the model. It
must be mentioned that the author of the model derived the coefficients for
inert and not reactive flows. The k-ω SST turbulence model describes the eddy
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viscosity µT as a function of the turbulent kinetic energy k defined in isotropic
turbulence as

k =
�u′′

i u′′
i

2
(3.11)

and the specific dissipation rate ω. The k-ω SST model combines the advan-
tageous behavior of the k-ε turbulence model in the bulk flow and the k-ω
model of Wilcox in the near-wall region [131]. It uses a blending function to
smoothly transition between the models for bulk flow and the near-wall re-
gion. This flexibility is beneficial in the investigation of different geometries
for explosion risk analysis. The transport equations of the turbulent quanti-
ties k and ω read

∂

∂t

(
ρk

)+ ∂

∂x j

(
ρkũ j

)− ∂

∂x j

(
Γk,eff

∂k

∂x j

)
= P∗

k −ρβ∗ωk︸ ︷︷ ︸
ε

(3.12)

and

∂

∂t

(
ρω

)+ ∂

∂x j

(
ρωũ j

)− ∂

∂x j

(
Γω,eff

∂ω

∂x j

)
=

ργ(F1)

µT
Pk −ρβ(F1)ω2 +2(1−F1)ραω2

1

ω

∂k

∂x j

∂ω

∂x j
.

(3.13)

Turbulent kinetic energy is generated by the production term P∗
k and Pk , re-

spectively. F1 is the aforementioned blending function. Both equations in-
clude an effective diffusivity of their quantity, Γk,eff and Γω,eff. The model-
specific coefficients proposed by the author of the k-ω SST turbulence model
are used without adjustment [132]. The user requires no tuning of model pa-
rameters because the k-ω SST model is validated against a broad variety of
cases. The decision for the k-ω SST model agrees with the goal of designing
the solver to minimize the uncertainty due to user-dependent inputs on the
simulation results.

In the under-resolved approach, the mesh resolution is insufficient to com-
pute the near-wall region explicitly. Wall functions can be applied as boundary
conditions to represent this region of strong gradients. This method remains
valid as long as the first grid point lies within the logarithmic domain of the
near-wall region. As boundary layer thickness is reduced with increasing ve-
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locities, the wall functions most likely lose validity in the transonic flow of det-
onations. However, gas-dynamic effects become the driving physical mecha-
nism in detonations, and the potential inaccuracy in turbulence production
only marginally affects DDT’s onset. The Reference [135] describes the theo-
retical basis of the applied wall functions in more detail.

3.2.2 Inhomogeneous Multi-Component Fuel

Homogeneous mixtures are highly unlikely in realistic accident scenarios.
Fuel concentration gradients form due to various reasons:

• Convective mixing of ambient air and a fuel jet originating from a local-
ized source [137].

• Formation of fuel layers due to varying density of mixture components.

• Different molecular diffusivity of mixture components.

Therefore, the CFD solvers must consider inhomogeneous fuel distributions.
Vertical H2fuel concentration gradients were already addressed in the previ-
ous work of Ettner [138] and Hasslberger [128], but their approach needs to
be extended to H2-CO-air mixtures. Due to the reasons listed above, differ-
ent concentration gradients can exist for each fuel component, H2 and CO, at
the beginning of the combustion simulation. Hence, a scalar transport equa-
tion of the mixture fraction is introduced for each fuel component. The scalar
transport equation in 3.14 describes the conservation of the hydrogen mix-
ture fraction fH and Equation 3.15 describes the conservation of the mixture
fraction of carbon monoxide fC:

∂

∂t

(
ρ f̃H

)+ ∂

∂x j

(
ρ f̃Hũ j

)− ∂

∂x j

(
ρDeff

∂ f̃H

∂x j

)
= 0, (3.14)

∂

∂t

(
ρ f̃C

)+ ∂

∂x j

(
ρ f̃Cũ j

)− ∂

∂x j

(
ρDeff

∂ f̃C

∂x j

)
= 0. (3.15)
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The effective diffusion coefficient Deff includes the molecular diffusion coeffi-
cient D and the turbulent diffusion coefficient DT, according to

Deff = D +DT = D + 1

ScT

µT

ρ
. (3.16)

The non-dimensional turbulent Schmidt number (ScT = µT/(DTρ)) expresses
DT in relation to µT, which the turbulence model computes. ScT is specified as
unity for all simulations.

The inhomogeneous fresh gas composition of H2-CO-air mixtures is evaluated
from the mixture fractions. It should be noted that the mixture fraction is not
affected by the flame. Therefore, the mixture composition of the reactants can
be evaluated in all cells of the mesh, i.e., in cells with a partially burnt mix-
ture. The combustion model described in Section 3.3 requires the fresh gas
composition in all cells.

3.2.3 Solver Architecture and Discretization

According to the SWACER mechanism (see Section 2.4.1), the precondition-
ing of the fresh gas due to continuously amplifying pressure waves during FA
determines the onset of DDT. Moreover, the DDT mechanism and the detona-
tion propagation depend on strong shock waves. Therefore, the solver archi-
tecture and the spatio-temporal discretization methods are selected to pre-
serve flow discontinuities.

3.2.3.1 Solver architecture

In the pressure-based Pressure Implicit with Splitting of Operators (PISO) so-
lution algorithm, the pressure is computed via a pressure correction equation
coupled with the momentum equation, which results in a second-order gra-
dient for the pressure. The diffusive nature of this term causes smearing of
discontinuities.

Therefore, Ettner proposed a density-based solver architecture to preserve
discontinuities in the compressible reactive flow [8]. In contrast to a pressure-
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based architecture, the continuity equation is solved in its conservative form.
The solution is much less dissipative because the continuity equation only
contains an advective and no diffusion term. Ettner [8] demonstrated the
solver’s ability to preserve shock waves through shock tube simulations on
fine and coarse computational meshes. One downside of the approach be-
comes apparent at low flow velocities, however. In this case, the absence of
numerical stabilization schemes (e.g., the diffusion term in the pressure cor-
rection equation) and small numerically induced fluctuations in the density
or the velocity can cause significant responses in the other of the two coupled
variables. In combustion accidents with fast flames and DDT, significantly low
velocities are only present for a short period following ignition. The resulting
uncertainty in the simulated flame velocity is reasonable regarding the solver’s
risk analysis application.

3.2.3.2 Spatial discretization of advection terms

In CFD, the gradient in the advection term of the transport equations is gen-
erally evaluated with the FVM from face values using Gauss’ divergence theo-
rem. In order to support the conservation of discontinuities, the Harten-Lax-
van Leer contact (HLLC) scheme, a Godunov-type scheme, is appied [139].
The HLLC scheme solves a Riemann problem at the cell surface using an ap-
proximation. Godunov-type schemes are particularly suitable for preserving
discontinuities in compressible flows since they distinguish between subsonic
and transonic conditions at the cell surface. Ettner verified the robustness of
the advection scheme by 1D shock tube simulations for non-reacting flows [8]
and by DDT simulations for reacting flow [95]. The approximated Riemann
solution is computed significantly faster than an iterative or direct Riemann
scheme.

The advection scheme is generally designed for non-reacting flows. Under
rare unfavorable conditions, the HLLC scheme can yield unphysical values
and lead to the divergence of the simulation. These unwanted conditions are
amplified by the detonation’s rapid reaction-rate-limited heat release. The di-
vergence is prevented by replacing the thermodynamic state of individual di-
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vergent cells with the average state of all neighboring cells once a threshold
temperature, density or velocity is exceeded. The influence on the onset of
DDT by this bounding method for divergent cells is low because only single
cells are affected on rare occasions. Recently, a reactive Riemann solver was
developed [122–124], which can be applied as a more robust but more com-
putational intensive gradient scheme in future projects.

3.2.3.3 Time-step discretization

In the present project, a hybrid implicit-explicit Euler time-stepping method
is employed [4, 129]. The transport equations’ advective terms are solved ex-
plicitly, guaranteeing a proper reconstruction of shock fronts. Diffusive terms
are solved implicitly since it better represents the dissipative nature.

The time step size ∆t is adjusted during the simulation employing the
Courant-Friedrich-Lewy (CFL) criterion. With the use of an acoustic CFL num-
ber Coacc, sufficiently small time steps are ensured to resolve wave propaga-
tion in time before detonation occurs. The criterion reads as

Coacc = (|u|+a)∆t

∆xc
≤ Coacc,max. (3.17)

The expression |u| + a refers to the wave propagation velocity consisting of
flow velocity and speed of sound a. The time step size adjustment saves com-
putation time at low flow velocities and maintains sufficient temporal resolu-
tion at high velocities. In explicit methods, the restriction of the CFL number
Coacc,max < 1 must hold. It specifies that any information cannot travel further
than the cell size within the next time step. The criterion’s importance for a
reliable explicit time stepping scheme is explained in References [129, 140].

The propagation velocity of stable detonations exceeds the acoustic wave ve-
locity |u|+ a. Therefore, a sufficiently small Coacc,max limit must be chosen to
resolve the temporal evolution of supersonic detonation waves. CFL numbers
in the range of Coacc,max = 0.1 and Coacc,max = 0.3 are a good compromise of ac-
curacy and computation time. In combination with the spatial discretization
methods, the temporal discretization strategy supports the goal of capturing
pressure waves and preserving their influence on FA and DDT.
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3.3 Combustion Model for Explosion Simulation with Strati-
fied H2-CO-Air Mixtures

If the product gas is confined, the expansion of hot products induces a flow
ahead of the propagating flame front. The combustion itself drives the feed-
back loop of FA since the induced flow generates turbulence in shear or
boundary layers. The combustion model plays the dominant role in accurately
predicting FA and DDT in realistic accident scenarios.

Figure 3.2 presents the structure of the combustion model. The CFD solver for
risk assessment has to be applicable to different geometry sizes, from small
to industrial scales. In the previous solver, Ettner [8] applied a volume reac-
tion approach to describe flame propagation in small-scale geometries using
the reaction progress variable c. Hasslberger [4] implemented a flame-front
tracking approach based on the burnt volume fraction α for large-scale solver
applications. Different transport equations are solved in the two flame prop-
agation approaches. In the newly developed H2-CO-air solver, the appropri-
ate transport equation is selected from the two equations depending on effi-
ciency and accuracy with respect to the scale of the scenario. Ultimately, the
reaction progress variable c represents the flame in both approaches. This re-
quires coupling of the α and the c field.

Source term modeling

Deflagration Detonation

- Turbulent flame speed closure - Two-step heat release mechanism

- Representation of the flame front by the reaction progress variable

Multi-Scale Flame Propagation

Small-scale geometries

- Volume reaction approach

Large-scale geometries

- Flame front tracking approach

Figure 3.2: Combustion modeling strategy with different flame-propagation transport equa-
tions for small-scale and large-scale geometries as well as the source term models
for deflagrations and detonations.
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The deflagration and the detonation are treated with separate source terms in
both flame-propagation transport equations because the dominating physics
is fundamentally different in the two combustion regimes. In order to develop
an efficient multi-scale CFD solver for explosion risk analysis in stratified H2-
CO-air mixtures, the previous solver’s combustion model was adjusted and
improved as follows:

• The treatment of a non-reacting mixture, which provides required ther-
modynamic state information for the source term calculation, was
changed. This contributed to a better prediction of detonation velocities.

• The turbulent flame quenching model was revised concerning H2-CO-
air mixtures, and the quenching factor evaluation was adjusted to use
precalculated critical velocity gradient values.

• Numerical evaluation methods for the laminar flame speed, effective
Lewis number and critical velocity gradient have been implemented,
providing possible results for all H2-CO-air mixture compositions.

• The requirement of multi-scale applicability of the CFD solver demands
a mesh-independent formulation of the detonation source term, which
was implemented.

3.3.1 Multi-Scale Flame-Propagation Transport Equations

Consideration of all species and finite rate evaluation of all reactions in exist-
ing reaction mechanisms of H2-CO-air [14, 46–48] is extremely computation-
ally intensive. It requires additional transport equations for each species and
very small time steps for the numerical solution of the stiff chemical reaction
system.

Instead of tracking each species individually, the conversion of the multi-
component gas mixture is described by a single variable in the developed CFD
solver, the reaction progress variable c (see Section 2.2.1). Only one transport
equation is required to describe the flame propagation, which is computa-
tionally very efficient. This demands that the mixture composition is provided
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to the solver corresponding to the local reaction progress. The coupling of
the reaction progress variable and the gas composition is discussed in Sec-
tion 3.3.2. The procedure is referred to as flame-to-flow coupling because it
also includes evaluating the thermodynamic state with respect to the reaction
progress.

The multi-scale applicability of the solver is guaranteed by deploying indi-
vidual flame-propagation transport equations according to the geometrical
scale [1, 3]. Figure 3.3 shows the transport equation employed for small-scale
and large-scale geometries, respectively. In the volume reaction approach, c
is transported. The gas volume of each cell converts from fresh gas c = 0 to
burnt gas c = 1. During the reaction, only the intermittent state 0 < c < 1 exists
in the cell volume. The flame front tracking approach for large-scale geome-
tries transports the burnt volume fraction α. Its transport equation describes
the motion of the reaction front itself, similar to a fluid particle. Therefore, it
requires a reconstruction of the flame front inside the cell, separating the cell
into a burnt and a fresh gas fraction. The reconstruction is computationally
intensive but prevents the dissipation of the steep gradient in the flame front

Multi-Scale Flame Propagation

Small-scale geometries

Source term modeling

Deflagration Detonation

- Turbulent flame speed closure - Two-step heat release mechanism

Volume reaction approach:

∂
∂t

(
ρ̄c̃

)+ ∂
∂x j

(
ρ̄ũ j c̃

)− ∂
∂x j

(
ρ̄Deff

∂c̃
∂x j

)
=

= max(ω̇def,ω̇vol)

∂α
∂t + ∂

∂x j

(
αũ j

)−α ∂ũ j

∂x j
= max(ω̇def,ω̇vol)

Large-scale geometries

Flame front tracking approach:

Computationally efficient

Flame thickening on coarse meshes

Low-dissipation of flame front

Computationally expensive

- Representation of the flame front by the reaction progress variable

Figure 3.3: Overview of geometry-scale-dependent flame-propagation transport equations
available in the multi-scale combustion model of the CFD framework.
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on coarse meshes. Ultimately, the c field represents the flame for both trans-
port equations.

Source terms describe the reaction with respect to the combustion regime
and add its influence to the transport equations. A separate source term ex-
ists for deflagrations ω̇def and detonations ω̇vol. Only the maximum of the two
source term values is used for the solution in both flame-propagation trans-
port equations. The source term modeling is addressed in Section 3.3.3 and
Section 3.3.4 for the respective flame regime. A short description of the two
flame-propagation transport equations is provided in the following before a
guideline on the selection of the appropriate equation is given.

3.3.1.1 Volume Reaction Approach

In the volume reaction approach, the flame front is transported in reference
to a fixed observer. Equation 3.18 takes the form of a Favre-averaged transport
equation for a scalar quantity:

∂

∂t

(
ρ̄c̃

)+ ∂

∂x j

(
ρ̄ũ j c̃

)− ∂

∂x j

(
ρ̄Deff

∂c̃

∂x j

)
= max(ω̇def,ω̇vol) . (3.18)

Deff represents the sum of molecular and turbulent mass diffusion. Each cell
is either burnt c = 1, partially-burnt 0 < c < 1 or unburnt c = 0. The state
stands for the entire cell volume. Since the transport equation contains a
second-order derivative, the calculation is susceptible to non-physical thick-
ening of the flame. Even though the intensity of the thickening depends on the
source term modeling, it is particularly pronounced on coarse computational
meshes.

Because mass diffusion is already considered in the transport equation, dif-
fusive effects should strictly speaking not be included in the source terms. If
source term models use the laminar flame speed to express the integral heat
release of the flame, the fuel consumption speed should be used instead of
the laminar flame speed. It refers to the conversion rate of fuel without diffu-
sive transport [1]. However, compared to the uncertainties associated with the
under-resolved simulation approach, the difference between the results from
each flame speed expression is expected to be negligible.
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3.3.1.2 Flame Front Tracking Approach

Interface tracking approaches have their origin in multiphase flow simula-
tions. They describe the motion of an interface between two separated phases.
In analogy, the flame front can be viewed as an interface between the burnt
and unburnt gas state. The interface is treated as a discontinuity in this per-
spective. The assumption that the flame front resembles a discontinuity is jus-
tified when the flame thickness is small compared to the interface cell size.
This condition is satisfied more accurately the larger the mesh’s cell sizes are.

The position of the flame front is tracked by the burnt fraction of the cell vol-
ume α. The burnt state corresponds to α = 1 and the unburnt state to α = 0.
The transport equation 3.19 describes the kinematic balance of flow velocity
and burning speed of the discontinuous reaction front. It does not include a
diffusive term, which benefits the application on coarse meshes [3]. In con-
trast to the volume reaction approach, the laminar flame speed, which incor-
porates mass diffusion, needs to be used in the source term formulation of
this approach. The addition of a divergence correction term to the transport
equation is derived in Appendix C.1. The conservative form of the transport
equation yields

∂α

∂t
+ ∂

∂x j

(
αũ j

)−α∂ũ j

∂x j
= max(ω̇def,ω̇vol) . (3.19)

The Level-Set and Volume-of-Fluid (VoF) methods are popular interface
tracking approaches. The Level-Set method considers separate thermody-
namic states and flow velocities inside the interface cell’s burnt and unburnt
gas. In contrast, the VoF method assumes a single mixed velocity and ther-
modynamic state for the entire flame front cell [3]. The VoF method is more
efficient than the Level-Set method, but its accuracy depends heavily on the
advection scheme. Instead of evaluating the advection terms from differences
to neighboring cell values as in standard VoF methods, the advected burnt vol-
ume can be computed by geometrical reconstruction of flux polyhedra on the
cell faces and their truncation with the reconstructed flame front interface.
Due to the use of geometrical volume reconstruction, this VoF method type
is called the geometrical Volume-of-Fluid (geoVoF) method. It achieves a very
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low numerical dissipation. Despite a higher computation effort for the geoVoF
method than a standard-type VoF method, it remains more efficient than the
Level-Set method.

In combination with the absence of a diffusive term in the transport equa-
tion, the geoVoF method allows the calculation of the flame front motion with
minimal numerical dissipation on coarse meshes [141]. The necessary recon-
struction of the interface position in the flame front cell maintains the dis-
continuity and prevents flame front thickening. An implementation of the
geoVoF method for explosion simulations was achieved previously by Has-
slberger and Ketterl [4, 13]. The developed CFD solver applies the geoVoF
method as a flame front tracking approach. Appendix C.1 provides a detailed
description of the method. The DDT simulation of a pressurized water reac-
tor of a Konvoi-type NPP presented in [142] verifies the significant advantages
of the geoVoF method when applied to industrial scales. As presented in Sec-
tion 3.4.2, the computation efficiency of the geoVoF method was significantly
improved through load-balancing the computationally intensive operations.

3.3.1.3 Coupling of Volume Fraction α and Reaction Progress Variable c

In reality the flame front is no discontinuity. It has steady mass fraction and
temperature profiles with a finite turbulent flame thickness δT. Therefore, the
α field of the geoVoF method cannot be used directly to evaluate the gas com-
position, state and material variables of the fluid flow. The c field represents
the continuous flame profile, similar to the volume reaction approach. The α
field is coupled with the c field using Equation 3.20. This methodology was
adopted from Hasslberger [4]:

c = 1

Nfnw +1

(
w

Nfn∑
n=1

αn +α
)

. (3.20)

The reaction progress variable in a cell is calculated from the cell’sα value and
the values of the adjacent cells αn. Only face neighbors of the cell are taken
into account. Nfn denotes the number of face neighbors. The weighting factor
w determines the smearing of the discontinuous α field across the neighbor-
ing cells. Smaller values of w result in a steeper gradient of the c field centered
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at the interface cell. On coarse meshes, the turbulent flame brush and the cells
can have a similar size, which prescribes a small w value. w is specified as 0.25
in the present simulations.

User-defined input variables like w are a source for uncertainties in risk anal-
ysis simulations. Hence, a dynamic evaluation of w based on the ratio of the
turbulent flame thickness and cell size could be a subject for future research.
Artificial flame thickening in the c field does not occur when flame front track-
ing is applied because it is reevaluated from the discontinuous α field every
time step.

3.3.1.4 Selection of the Appropriate Flame-Propagation Transport Equation

A good practice for selecting the appropriate flame-propagation transport
equation is to check whether the turbulent flame brush fits within one cell.
The turbulent flame brush thickness δT can be calculated from different def-
initions [143, 144]. In the case of cell sizes of 10 mm and larger, the geoVoF
method is suggested. Otherwise, the dissipation in the volume reaction ap-
proach causes a non-physically thickened turbulent flame brush. The re-
peated reconstruction of the mean flame front position in the geoVoF method
counteracts any dissipation of the reactive gradient in the flame front. This
advantage is bought with longer calculation times of the flame front tracking
than the volume reaction approach.

If the mesh comprises cells with about 2 mm side length, the volume reaction
approach is suggested for the flame-propagation transport equation. The tur-
bulent flame brush covers several cells. Hence, the underlying assumption of
the geoVoF method that the flame front can be treated as a discontinuity is
not satisfied. The α-c-coupling in Equation 3.20 cannot represent the flame
across several cells. Additionally, the solution of the flame-propagation trans-
port equation of the volume reaction approach is more efficient than the com-
putationally intensive geoVoF method. The model selection is a trade-off be-
tween accuracy, efficiency and minimizing dissipation.
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3.3.2 Coupling of Flame and Flow

Since the flame-propagation transport equations only represent the flame via
the reaction progress variable c, it does not directly provide the mixture’s com-
position in the fresh and burnt gas. The composition must be evaluated with
respect to the local c value. In addition to the mixture composition, the lo-
cal thermodynamic state and material properties must be estimated. The se-
quential steps for evaluating the flow and mixture-related properties from the
reaction progress variable c are referred to as flame-to-flow coupling. Fig-
ure 3.4 presents the necessary evaluation sequence of mixture composition,
thermodynamic state and material properties.

Computing necessary input variables for the deflagration and the detonation
source terms, like the laminar flame speed, requires the unburnt gas’s ther-
modynamic state and material properties. The necessary input variables of
the source terms must also be calculated inside the reaction zone. Therefore, a
second non-reacting mixture is introduced in addition to the reacting mixture.
It only accounts for the compression by pressure waves and does not include

Multi-Scale Flame PropagationGoverning Equations

Flame-to-Flow Coupling

Evaluate Tu

Reacting mixture

Utilized field:
c

Evaluate
λu,cp,u,cv,u,µu

Compute ρu
from ideal gas law

Evaluate
Tu from Eq. 3.26

Non-reacting mixture

Evaluate
Yk,u = f ( fH, fC)

2. Step

1. Step

3. Step

Evaluate
Yk = f (c, fH, fC, pcomp,Tcomp)

Thermodynamic
state

Material
properties

Evaluate T from et

Evaluate
λ,cp ,cv ,µ

Mixture
composition

Utilized fields:
p,et

Figure 3.4: Overview of the flame-to-flow coupling methodology including the evaluation se-
quence for the reacting and non-reacting mixture.
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the heat release of the reaction. Both mixtures have their individual mixture
composition, thermodynamic state and material properties. The variables of
the non-reacting mixture are indicated with the suffix u. The methodology
of the flame-to-flow coupling requires the input of the pressure p, the total
internal energy et and the reaction progress variable c. The approach to ap-
ply a non-reacting mixture has already been reported in the literature, e.g., in
Weller’s flame surface density combustion model [145], or the previous work
on explosion CFD solvers by Ettner [8] and Wieland [146]. In the present solver,
the flame-to-flow coupling methodology differs from the previous work in or-
der to be suitable for multi-component fuels, i.e., H2-CO, and to better predict
the combustion products composition of stable detonations.

The overview in Figure 3.4 depicts the sequential steps for both mixtures.
However, the computation of the required parameters differs between the
mixtures in each step. The following sections describe each step with respect
to both mixtures and introduce the non-explained variables in the overview.

3.3.2.1 Mixture Composition of the Reacting and Non-Reacting Mixture

The present CFD solver accounts for the species represented in the reaction
mechanism of Li et al. [14]. A linear change of the composition is assumed be-
tween the burnt and unburnt state. Since the under-resolved simulation ap-
proach limits the resolution of the flame profile, the linear slope is sufficiently
accurate. The equation

Yk = (1− c)Yk,u + c Yk,b (3.21)

is evaluated for each species k of the multi-component mixture to obtain the
local species mass fraction Yk . This requires knowledge of the fresh gas com-
position Yk,u and the fully burnt composition Yk,b.

Only the components hydrogen H2, carbon monoxide CO, oxygen O2 and ni-
trogen N2 exist in the fresh gas. The local fresh gas composition Yk,u is esti-
mated from the mixture fractions of hydrogen fH and carbon monoxide fC (see
Section 3.2.2). YO2,air denotes the O2 mass fraction in atmospheric air specified
as 0.23295. N2 is calculated from the closure condition that all species’ mass
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fractions must add up to unity. In the case of the non-reacting mixture, Equa-
tion 3.22 to 3.25 determine the gas composition in every cell:

YH2,u = fH, (3.22)

YCO,u = fC, (3.23)

YO2,u = YO2,air(1− fH − fC), (3.24)

YN2,u = 1−YH2,u −YCO,u −YO2,u. (3.25)

The equilibrium gas composition after adiabatic isobaric combustion repre-
sents the burnt composition Yk,b. The composition is calculated with Can-
tera [45] using the reaction mechanism of Li et al. [14]. The reaction mech-
anism shows an overall good performance in the comparison study of syngas
reaction mechanisms by Olm et al. [147]. It performs particularly well in esti-
mating ignition delay times, which are relevant for the detonation source term
modeling described in Section 3.3.4. The program requires a detailed reaction
mechanism for the solution even though the calculation of the equilibrium
state does not rely on reaction kinetic information.

In transient explosions with inhomogeneous fuel distributions, the fresh gas
composition and the thermodynamic state before combustion change over
time. An interpolation table is filled with precalculated burnt gas composi-
tions Yk,b. The table entries depend on the four input variables fuel mole
fraction xf, molar hydrogen fraction in the fuel xH2,f, composition tempera-
ture Tcomp and composition pressure pcomp. Interpolation tables pose a very
efficient method for evaluating a variable with multiple dependencies. It
holds the advantage that the table only needs to be created once during pre-
processing.

The mole fractions xf and xH2,f can be estimated from the mixture fractions
fH and fC. Like the mixture fractions, they are not affected by the reaction.
Tcomp and pcomp are auxiliary variables employed as temporary input variables
for the interpolation table. They depend on the flame regime and reaction
progress c. Tcomp and pcomp are always associated with the thermodynamic
state before combustion. Figure 3.5 shows the selection matrix for Tcomp and
pcomp.

Because reacting and non-reacting mixtures are equivalent in the fresh gas
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(c = 0), T and p are selected for Tcomp and pcomp there. Once c > 0 holds and
the flame regime remains a deflagration, Tcomp and pcomp are not changed
throughout the simulation indicated as const in Figure 3.5. This treatment pre-
vents the influence of large pressure rises over the flame front on the combus-
tion products.

Flame front
0 < c < 1

Burnt gas
c = 1

set DetInd = true

if: DetInd = true

Deflagrations
θ = 0

Detonations
θ = 1

Fresh gas
c = 0

pcomp = pvN

Tcomp = TvN pcomp = pvN

Tcomp = TvN

pcomp = const
Tcomp = const

pcomp = const
Tcomp = const

pcomp = p
Tcomp = T

Figure 3.5: Selection matrix for the auxiliary variables Tcomp and pcomp depending on the
flame regime and the reaction progress variable.

In a detonation complex, the thermodynamic state before the auto-ignition
reaction is the post-shock von Neumann state according to the ZND theory
(see Section 2.3). If the detonation criterion θ = 1 holds, Tcomp and pcomp are
substituted with the von Neumann state variables TvN and pvN. This way, the
combustion products of a stable detonation are estimated, and hence, the cor-
rect corresponding heat release of a detonation results. Because the heat re-
lease significantly influences the propagation speed of the detonation com-
plex DCJ, a correct heat release prediction is essential. In practice, the deto-
nation criterion θ (see Section 3.3.4) is only satisfied within the heat release
zone (0 < c < 1) due to the under-resolved simulation approach. Once a deto-
nation has been registered, the boolean indicator DetInd is specified as true.
Since the ignition delay time is eventually reached in all burnt cells, θ always
becomes unity at some point. The indicator DetInd restricts the burnt com-
position associated with detonations to cells where a detonation actually oc-
curred. Tcomp and pcomp is updated with TvN and pvN every time step. Consid-
ering the von Neumann state in the burnt gas composition evaluation for det-
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onations poses a difference from previous solvers [4, 146]. The von Neumann
state variables are obtained from Cantera calculations utilizing the script li-
brary Shock and Detonation Toolbox3 [45]. The von Neumann state variables
are precalculated and tabulated with xf and xH2,f as input variables to obtain
an efficient runtime evaluation.

The maximum values possible in accidents with fast deflagrations and DDT
bound the values of the table input variables Tcomp, pcomp, xf and xH2,f for the
tabulation of Yk,b. Pure H2, pure CO or pure air are the limits regarding the
fresh gas composition. The von Neumann post-shock state characterizes the
maximum pressures and temperatures. Hence, temperatures are in the inter-
val from 260 K to 1580 K and pressures in the interval from 0.7 bar to 100 bar.
The reaction mechanism of Li et al. [14] is validated in the mentioned tem-
perature and pressure range. The wide intervals allow a flexible application of
the solver to various accident scenarios, which is one of the key goals for the
developed CFD framework. The number of intermediate values of each input
variable determines the accuracy of the burnt gas composition evaluation by
interpolation tables. Because adding further input variables to the tabulation
procedure potentiates the table size, the number of intermediate values of the
interval must be reduced compared to a binary mixture.

3.3.2.2 Thermodynamic State and Material Properties

After evaluating the gas composition in the reacting and non-reacting mixture,
the thermodynamic state must be determined. In the reacting mixture, the
temperature T is calculated from the total internal energy et iteratively. The
continuity equation in 3.3 and the equation of state in 3.10 provide the density
ρ and the pressure p.

The non-reacting mixture does not include the heat release of the reaction.
Hence, its thermodynamic state is only affected by the compression due to
pressure waves. As shown in Equation 3.26, the non-reacting temperature Tu

is determined differently in the fresh gas (c = 0) and in the flame region (c > 0):

3Shock and Detonation Toolbox URL: https://shepherd.caltech.edu/EDL/PublicResources/sdt/
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Tu =
T if: c = 0,

Tu|t−1
(

p|t
p|t−1

)κ−1
κ

if: c > 0.
(3.26)

In the fresh gas region (c = 0), the non-reacting temperature Tu is equal to the
temperature T of the reacting mixture. In contrast to the isentropic relation
used in the previous solver by Hasslberger [4], the present evaluation method
captures the effect of strong shock waves on Tu accurately in the fresh gas.
In the flame region and the burnt gas (c > 0), compression effects on Tu are
calculated with an isentropic relation. Isentropic relations are suitable dur-
ing FA because emitted waves have a small incremental pressure amplitude
in the flame vicinity. In this stage, strong pressure waves occur only further
away as a consequence of the superposition of the weak waves. Moreover, the
thermodynamic state of the non-reacting mixture is exclusively required by
the deflagration source term in the present CFD solver. Equation 3.26 applies
the pressure increment between the current time step t and the previous time
step t −1 instead of on a static reference pressure. This way, no user input is
required, reducing potential user-related sources of uncertainties. Ultimately,
the density of the non-reacting mixture ρu is calculated through the equation
of state for ideal gases.

In the under-resolved simulation approach, the strong precursor shock wave
of the detonation complex resides within the reaction front (c > 0). The isen-
tropic relations cannot capture the von Neumann post-shock state in Tu and
p of the non-reacting mixture. This justifies the use of the tabulated von Neu-
mann state variables for the evaluation of the burnt gas composition Yk,b in
the flame region, as has already been described in Section 3.3.2.1. An appro-
priate method to capture TvN and pvN by the non-reacting mixture within the
heat release zone could significantly improve the accuracy of under-resolved
DDT simulations and enhance the flexibility of the CFD solver application.

After estimating the mixtures’ gas compositions and thermodynamic states,
the material properties of both mixtures are determined. No empirical corre-
lations are required to calculate the non-reacting material properties. The im-
plemented code of the non-reacting mixture can access the same functions in
OpenFOAM as the reacting mixture to calculate material properties. This im-
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proves the general applicability and usability of the CFD solver in comparison
to previous solvers [146]. Subsequently, the viscosity µ and µu as well as the
thermal conductivity λ and λu are updated for both mixtures with the Suther-
land Equation 3.6. Additionally, the heat capacities cp , cv and cp,u, cv,u are cal-
culated using the JANAF coefficients and a mass-weighted mixing law.

3.3.3 Deflagration Source Term

The source terms of the deflagration ω̇def and the detonation ω̇vol introduce
the influence of reactions into both flame-propagation transport equations.
Two source terms exist because the predominant physical influences differ
between the flame regimes. Only the maximum value of the two source terms
is considered for the solution of the transport equation (see Equations 3.18
and 3.19).

The deflagration source utilizes the gradient ansatz of the (extended) turbu-
lent flame speed closure (eTFC) model [148, 149] in Equation 3.27. Its formu-
lation depends on which flame-propagation transport equation is used. The
integral heat release of the eTFC model is mesh-independent. Ettner demon-
strated this mesh-independence in comparison to Schmid’s quadratic source
term model [8, 150]. The formulation of the eTFC model for the flame front
tracking transport equation 3.19 needs to be divided by the density in order to
be consistent (right-hand side term):

ω̇def = ρuGΞSL︸︷︷︸
ST︸ ︷︷ ︸

Seff

∣∣∣∣ ∂c̃

∂x j

∣∣∣∣ or ω̇def = ρu

ρ
GΞSL︸︷︷︸

ST︸ ︷︷ ︸
Seff

∣∣∣∣ ∂α∂x j

∣∣∣∣ . (3.27)

The density correction ρu/ρ accounts for the expansion of the burnt gas. Cor-
recting the burning velocity across the flame front with the expansion ratio is
required to satisfy the mass balance (see Section 2.2.1). G denotes the quench-
ing factor, which accounts for flame extinction at very high degrees of turbu-
lence. Ξ is the flame wrinkling factor and SL the laminar flame speed. The
resulting effective flame velocity of the turbulent premixed flame is denoted
as Seff.
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Figure 3.6 shows the turbulent flame speed closure model, which describes
the deflagration source term for both flame-propagation transport equations.
Additionally, it summarizes the calculation methods for the three required
variables of the eTFC model SL, Ξ and G . The eTFC model was already ap-
plied to small-scale and large-scale H2-air DDT simulations [4, 8]. The SL and
Lewis number computation is adjusted for H2-CO-air mixtures in the present
thesis. The Lewis number contributes to Ξ. The critical velocity gradient eval-
uation, relevant for estimating the quenching factor G , was revised regarding
the impact of the CO addition to the fuel. The computation methods for the
variables SL, Ξ and G are described separately in the following subsections.

Multi-Scale Flame Propagation

Small-scale geometries

Source term modeling

Deflagration

Turbulent flame speed closure:

Detonation

Large-scale geometries

ω̇def = ρuGΞSL

∣∣∣ ∂c̃
∂x j

∣∣∣ or ω̇def = ρu

ρ
GΞSL

∣∣∣ ∂α∂x j

∣∣∣
Two-step heat
release mechanism

SL Tabulated detailed chemistry and
power-laws for p,Tu dependency

Ξ Transient flame front wrinkling evolution
utilizing Dinkelacker correlation and

G Tabulated critical velocity gradients from
detailed chemistry simulations in Zimont’s model

consideration of flame instabilities

Figure 3.6: Specification of the deflagration source term including evaluation methods for the
most-important modeling parameters.

3.3.3.1 Laminar Flame Speed

Typically, unstretched laminar flame speeds SL,0 are evaluated at standard
reference conditions (p0=1.013 bar/T0=298.15 K), and the temperature and
pressure dependencies are addressed separately. Hence, SL is calculated with
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Equation 3.28. A power law accounts for temperature and pressure dependen-
cies:

SL = SL,0(xf, xH2,f)

(
Tu

T0

)n (
p

p0

)m

. (3.28)

The majority of CFD solvers for explosion risk analysis only consider bi-
nary mixtures. In that case, polynomial correlations are sufficient to calcu-
late SL,0 [146], e.g., the correlation of Koroll for H2-air [8, 53]. In ternary H2-
CO-air mixtures, two fuel component dependencies of SL,0 must be consid-
ered instead of just one. This renders polynomial correlations unpractical and
computationally expensive because several nested polynomials are required
to capture the influence of two input variables [54,151]. Deriving a polynomial
becomes even more challenging when the SL,0 evaluation needs to be applied
to all possible compositions of the ternary mixture. Hence, a different method
is introduced for the newly developed H2-CO-air CFD solver.

An interpolation table for SL,0 is created during pre-processing. It is filled with
SL,0 entries corresponding to the two input variables fuel mole fraction xf and
H2 mole fraction in the fuel xH2,f. The use of interpolation tables has two ad-
vantages over nested polynomials. Firstly, their evaluation is very fast. Sec-
ondly, there are no restrictions to the algorithmic complexity of the required
intermediate correlations since they do not have to be evaluated during CFD
simulation. Figure 3.7 illustrates the procedure of the interpolation table gen-
eration. Intermediate cubic splines are derived from experimental data, nu-
merically generated data and flammability limits. Splines are fitted to the data

Experimental data

Flammability limits

Numerical data

xf

x H
2

,f

Interpolation Table

Using SLM toolbox to
create cubic splines for

xH2,f = 1.0, 0.9,..., 0.0

Figure 3.7: SL,0 interpolation table generation based on cubic splines computed with the SLM
toolbox.
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with the freely available Matlab Shape-Language Modeling (SLM) toolbox4. Fi-
nally, the SL,0 table entries are computed from the cubic splines.

The interpolation table structure requires that the number of xf values and
their distribution in the xf array are uniform for all xH2,f in the table. The exist-
ing experimental flame speed data is scattered regarding the input variables
and, hence, cannot be used directly as SL,0 table entries. Deriving any correla-
tion at constant xH2,f values requires a densely populated database at varying
xf. However, the existing experimental investigations have focused primarily
on specific fuel compositions in H2-CO-air mixtures, e.g., 50/50, 75/25 or 95/5
H2/CO. Additionally, the resulting correlations must be valid for all possible
mixture compositions to ensure general applicability. Therefore, the database
for the derivation of cubic splines comprises flame speed data from different
sources:

• Experimental data: The research company ProScience GmbH recently
provided laminar flame speed measurements covering a wide variation
of gas compositions with a focus on lean conditions [9]. Additional mea-
surements from various authors are gathered as a database for the spline
derivation [9,51,54,152–161]. Measurements are essential for the deriva-
tion of a reliable correlation, especially for lean mixture with fuel con-
tents below 20 vol.-%. Figure 3.8 presents the experimental data set. The
color map indicates xH2,f, which is red for pure H2 fuel and blue for pure
CO fuel. The measurement data mainly covers lean H2-CO-air mixtures.

• Flammability limit data: Derived correlations must account for the
flammability limits to predict flame extinction due to a deficient reac-
tant correctly. The limits are estimated with the lever rule of Le Chate-
lier [162, 163] based on the limits of the pure fuel components H2 and
CO. Choudhuri et al. [164] verified the validity of the lever rule with mea-
surements. The lean flammability limits (LFL) are xH2,LFL = 0.0485 and
xCO,LFL = 0.12. The rich flammability limits (RFL) are xH2,RFL = 0.750 and
xCO,RFL = 0.745 [17, 43].

4SLM toolbox URL: https://de.mathworks.com/matlabcentral/fileexchange/24443-slm-shape-language-
modeling
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Figure 3.8: Experimental SL,0 data used for the derivation of cubic splines. The colormap vi-
sualizes amount of H2 in the fuel varying from pure CO (blue) to pure H2 (red).

• Numerical data: Unstretched fuel consumption speeds are computed in
1D twin-flame simulations using the program Cantera [45] with the reac-
tion mechanism of Davis et al. [46]. The comparative study of H2-CO-air
reaction mechanisms by Olm et al. [147] indicates the mechanism of
Davis et al. [46] as the most appropriate for laminar flame speed com-
putation. The twin-flame configuration was chosen for the flame speed
computation since it is the only stagnation-point flame configuration
used for measurements [52, 164]. Computed SL,0 from this configuration
agreed better with measurements than those from a fresh-to-burnt con-
figuration. Section 2.2.1 already discussed advantages of a stagnation-
point flame over a freely-propagating flame for SL,0 computation at lean
conditions. xf is altered with an increment of 0.01 and xH2,f with an
increment of 0.1. Figure 3.9 shows the computed unstretched laminar
fuel consumption speeds. The present solver employs the laminar flame
speed and fuel consumption speed interchangeably, even though both
are required in their own right (see Section 3.3.1). However, the differ-
ence between their values is small compared to the uncertainties asso-
ciated with under-resolved CFD simulations. Moreover, using only one
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simplifies the interpolation table generation.

Figure 3.9: Numerical SL,0 data and flammability limits used for the derivation of cubic
splines.

Cubic splines are derived based on the described database. A correlation is
created for every 10 vol-% of xH2,f. Data points within a ±2.5% deviation from
the desired xH2,f are selected, and cubic spline functions are fitted to the data
using the Matlab SLM5 toolbox. The flammability limits can be specified as
constraints for the spline generation, which guarantees flame extinction at the
flammability limits. As cubic splines represent a series of cubic polynomials
interconnected by nodes, splitting the xf array into smaller segments improves
the input data representation. Figure 3.10 shows SL,0 values evaluated with the
derived cubic splines of all xH2,f entries used in the interpolation table.

Ultimately, the interpolation table is generated from the values presented in
Figure 3.10. The xf arrays must have the same array size, and zero values need
to be inserted eventually. In Figure 3.11, the SL,0 prediction with the interpo-
lation table is validated against measurements by ProScience [9]. The inter-
polated values agree well with measurement data for most data points. In the

5SLM toolbox URL: https://de.mathworks.com/matlabcentral/fileexchange/24443-slm-shape-language-
modeling

74



3.3 Combustion Model for Explosion Simulation with Stratified H2-CO-Air Mixtures

range of 15 to 20 vol.-% of fuel, deviations are evident at the highest flame
speeds. The bomb experiment data from ProScience were not corrected for
flame-stretch effects [9, 165], which explains the discrepancies. Most H2-air
data points used for the table generation are flame-stretch-corrected. The
experimental flame velocities overshoot because flame stretch increases the
laminar flame speed when Le < 1, i.e., for high H2 contents in the fuel of
lean mixtures. Since the results from the generated interpolation table show
good agreement with unstretched flame speed measurements for 100 vol.-%
H2 fuels by other authors, the interpolation methodology is considered robust
and accurate. The approach of the interpolation table satisfies the flammabil-
ity limits strictly. This is particularly beneficial in semi-confined simulations,
where pure air layers surround the fuel-air vapor cloud.

Figure 3.10: SL,0 evaluated from derived cubic splines using the Matlab SLM toolbox.

Following the SL,0 evaluation, the flame speed dependencies on temperature
and pressure are calculated by power laws in Equation 3.28. The laminar flame
speed is typically referenced to the unburnt fresh gas state ahead of the flame.
Therefore, Tu of the non-reacting mixture is applied for the temperature de-
pendency. The exponents of the temperature and pressure dependencies are
derived following the methodology of Szabo et al. [166]. They are extracted
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from a double logarithmic plot of numerically calculated flame speeds for
varying fresh gas temperatures and pressures. Additionally, the sensitivity of
the temperature and pressure dependencies on xf and xH2,f must be consid-
ered. The temperature exponent n is specified as n = 1.85. It is determined as
the average of all compositions studied since the sensitivity of n to the mixture
composition appears to be generally small compared to the influence of tem-
perature changes. Above 550K, n = 2.25 is proposed. Reliable experimental
verification of the exponent is impossible due to the small number of corre-
sponding experiments available [157]. For the pressure dependency, the expo-
nent m =−0.20 is adopted from the H2-air mixtures from previous projects [8].
The pressure exponent from numerically estimated flame speeds in H2-CO-air
mixtures shows no significant deviation from the well-tested value.

Figure 3.11: Validation of SL,0 evaluation from the created interpolation table against SL,0

measured by ProScience GmbH [9].

3.3.3.2 Flame Front Wrinkling

Figure 3.12 presents the intermittent shape of a flame front in a turbulent flow.
A purely kinetic interaction is assumed between the turbulent flow and the
flame front. Hence, the flame front and the flow velocity profile display the
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ṁ ṁ

A⊥

ST

AT

SL

u = u +u′

Flame front

Figure 3.12: Intermittent shape of a flame front (red) and the corresponding flow field (grey)
[adopted from [3]].

same shape in Figure 3.12. This assumption is justified as long as a quasi-
laminar flamelet structure exists. A relation between laminar and turbulent
flame speed can be expressed by reordering the mass continuity equation [3]:

ST

SL
= AT

A⊥
=Ξ. (3.29)

The area ratio of the intermittent, turbulent flame surface AT to the macro-
scopic flame surface A⊥ denotes the flame folding termΞ. It becomes unity for
laminar flames. According to Equation 3.29, ST can be expressed as the prod-
uct of the flame wrinkling termΞ and the laminar flame speed SL. The relation
is valid for flames with a Lewis number of Le ≥ 1. Because the Lewis-number-
related deviations become apparent on very fine meshes, the relation is used
without restriction in the present CFD solver. On the large cell sizes used in
under-resolved simulations, the interpretation of ST is all the more accurate,
as the deviations are averaged over a larger flame surface section in each cell.

Within a single cell of the computational mesh, the macroscopic flame can
be interpreted as a surface perpendicular to the reaction progress gradient.
This is analogous to the piece-wise linear reconstruction of the flame front in
the geoVoF method (see Appendix C.1). According to Equation 3.29, the wrin-
kling factor Ξ incorporates the complex turbulence-chemistry interaction of
premixed combustion. It captures the turbulence influence when turbulent
structures are not resolved on coarse meshes.

Weller [145] proposed the transport equation in 3.30 in order to evolve the
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flame wrinkling factor Ξ in time. It is based on the concept of flame surface
density models [1], but usesΞ as a transported scalar. The model was adopted
without adjustments by Ettner and Hasslberger [4, 167] and successfully ap-
plied to H2-air DDT simulations on different geometrical scales. Hence, it is
also used for H2-CO-air DDT simulations:

∂

∂t

(
ρΞ

)+ ∂

∂x j

(
ρΞũ j

)+ΨΞ

∂Ξ

∂x j
=

ρΞGΞ−ρ (Ξ−1)RΞ+ρΞmax(0;σs −σr ) .
(3.30)

The transport equation contains the scalar flux ΨΞ, the wrinkling generation
rate GΞ and the wrinkling removal rate RΞ. The last term in Equation 3.30 de-
notes the influence of flame stretch resolved on the computational mesh. A
detailed description of the transport equation is omitted, and the interested
reader is referred to the original reference of Weller [145].

The transport equation represents the transient evolution of flame folding as
the flame becomes increasingly more turbulent. Starting from a laminar flame
with the value Ξ = 1, the growth term GΞ dominates initially during FA. The
smoothing term RΞ dampens the flame-wrinkling increase when the flame
becomes thermally choked. An equilibrium value Ξeq is reached once growth
and reduction rates are equal. The terms GΞ and RΞ are both formulated as a
function ofΞeq. In the fresh gas, the value of unity is maintained forΞeq by ma-
nipulating the growth GΞ with a correction forΞeq. In contrast to an analytical
model, the transient evolution of Ξ can represent non-equilibrium behavior
inherent to a rapid FA. The faster the flame accelerates, the more the evolution
of flame wrinkling lags behind initially, and the more it overshoots when DDT
suddenly reduces flame folding. However, the influence on the onset of DDT
is limited, since gas dynamic effects determine DDT. The equilibrium value
Ξeq is calculated by the turbulent flame speed correlation of Dinkelacker et
al. [61], which reads

Ξeq = ST

SL
= 1+ 0.46

Leeff
Re0.25

T

(
u′

SL

)0.3 (
p

p0

)0.2

. (3.31)

According to Equation 3.29, the turbulent flame speed correlation is equal to
the equilibrium flame wrinkling factor Ξeq. The Dinkelacker correlation is se-
lected because its formulation incorporates several aspects relevant for FA:
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• Turbulence influence: The turbulent Reynolds number ReT and the ve-
locity fluctuation u′ account for flame folding due to turbulent eddies.
In fast flames, turbulence is the dominant influencing factor on flame
wrinkling. In real-world accident scenarios, the flame path is often ob-
structed, which significantly promotes turbulence production.

• Flame instabilities: Intrinsic flame instabilities wrinkle or smooth the
flame surface. While the Landau-Darrieus (LD) instability amplifies
flame wrinkling independent of the mixture composition, the thermo-
diffusive (TD) instability’s influence is dependent on the mixture com-
position (see Section 2.2.3). The TD instability influence is represented
in the Dinkelacker correlation 3.31 through the effective Lewis num-
ber Leeff. Leeff must be provided in the solver as a correlation regarding
H2-CO-air mixtures. LD instabilities are not explicitly considered in the
Dinkelacker correlation. Approaches to describe the LD instability in-
fluence on flame speeds are typically based on the self-similarity of the
cellular structure of wrinkled flames. It can be expressed by fractal the-
ory [62, 77]. A weak point of Dinkelacker’s correlation is that with vanish-
ing turbulence (u′ → 0) the flame speed equals the laminar flame speed.
Instead, the influence of intrinsic instabilities on the flame speed should
remain present.y

• Pressure dependency of flame wrinkling: With increasing pressure, the
flame brush is compressed and its thickness reduced. The critical ra-
dius for the onset of the cellular breakup of the wrinkled flame decreases
(see Section 2.2.3). This intensifies flame wrinkling as laser-optical mea-
surements have shown [7, 63]. The pressure power law in Dinkelacker’s
correlation 3.31 represents the compression effect on flame wrinkling.
However, the correlation does not consider the asymptotic behavior of
the pressure dependency at high pressure. It should be included because
the flame brush cannot be compressed beyond the limits of the laminar
flame thickness [7, 63].

The Dinkelacker correlation is well-suited in describing FA to fast deflagra-
tions before DDT. It accounts for the pressure dependency and the intrinsic
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flame instabilities. It performs particularly well for lean mixtures in geome-
tries with strong turbulence promoters, i.e., obstacles in the flame path [168].
All influences of the deflagration in H2-air mixtures remain relevant when the
mixture is extended to H2-CO-air. Therefore, Dinkelacker’s correlation is ap-
plied in the developed H2-CO-air CFD solver for explosion risk assessment.

3.3.3.3 Combustion Instabilities - Effective Lewis Number

The effective Lewis number Leeff must be estimated for the Dinkelacker corre-
lation in Equation 3.31 for all H2-CO-air mixture compositions. The appropri-
ate Lewis number is defined by the deficient component in the mixture, fuel
or oxidizer, identified by the equivalence ratio φ.

In the presence of fuel concentration gradients, the limit of a stoichiomet-
ric mixture (φ = 1) can be crossed somewhere in the computational do-
main. Once this happens, the deficient mixture component switches, and the
value of Leeff changes abruptly. The resulting sudden change in Ξeq of the
Dinkelacker correlation is non-physical. Hence, a smooth transition between
the effective Lewis number of the fuel Lef,eff and the oxidizer LeO2 is intro-
duced, which reads

Leeff = Lef,eff(1−Φ)+LeO2Φ. (3.32)

The transition formulation is based on the normalized equivalence ratio

Φ= φ

1+φ , (3.33)

which is bound to the interval from 0 to 1. A stoichiometric mixture (φ= 1) is
given byΦ= 0.5. Using the normalized equivalence ratio, an equally weighted
mixing of the effective fuel and oxidizer Lewis number is achieved. The
methodology described has been applied by Hasslberger [4], and Leeff for
H2-air mixtures is estimated from a polynomial correlation. The approach
was adopted here, but the polynomial was derived differently for the multi-
component fuel in the H2-CO-air mixture.

LeO2 of the oxidizer O2 can be evaluated easily. Dinkelacker et al. [61] propose
Equation 3.34 for the effective Lewis number of a multi-component fuel Lef,eff.
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Bouvet et al. [153] tested different relations to determine Lef,eff for a H2-CO
fuel. The relation

Lef,eff = aM

xH2,f DH2,M + (1−xH2,f)DCO,M
(3.34)

showed the best agreement with measurements. aM denotes the mean ther-
mal diffusivity of the mixture. The diffusion coefficient in the denominator
is evaluated from a mixing law based on the hydrogen mole fraction in the
fuel xH2,f. The diffusion coefficient D i,M of each fuel component H2 and CO is
defined for the mass diffusion of component i into the present mixture. This
definition differs from binary diffusion coefficients used in multi-component
mixture diffusion.

A multi-dimensional polynomial is fitted to data evaluated with Equation 3.32
in order to allow a quick evaluation of Leeff during simulations. The data covers
H2-CO-air mixture compositions from pure air to pure fuel and all possible

Figure 3.13: Effective Lewis number Leeff according to the polynomial expression and addi-
tional plane with constant value Leeff = 1.
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fuel compositions. The polynomial is a function of xf and xH2,f and reads

Leeff = 1.044439−1.685161 xH2,f −0.2404606 xf +0.9229039 x2
H2,f

+6.073742 xH2,f xf +0.6705638 x2
f −2.507565 x2

H2,f xf

−1.892691 xH2,f x2
f −0.4050405 x3

f .

(3.35)

The resulting Leeff from the polynomial 3.35 are presented in Figure 3.13 to-
gether with a transparent plane of Le = 1. The TD instability amplifies flame
wrinkling in mixtures whose Le is below the plane. This occurs predominantly
in lean H2-CO-air mixtures. An interesting finding is that even small amounts
of hydrogen in the fuel of lean mixtures cause Leeff < 1.

3.3.3.4 Turbulent Quenching

The combustion-driven feedback loop of FA generates high flow velocities
in the fresh gas. Obstacles in the flame path create strong shear layers, in-
cluding vortex shedding. This, in turn, induces strong turbulence. At very
high turbulence intensities, the smallest eddies, i.e., eddies at the Kolmogorov
length scale, are able to perturb the reaction zone of the flame [1, 3]. The high
flame stretch in the vortices can lead to turbulent flame quenching (see Sec-
tion 2.2.2). Thereby, the increase of the integral heat release is limited, damp-
ing the combustion-driven feedback loop of FA. Consequently, the onset of
detonation can be delayed or even suppressed.

Zimont [6] proposed Equation 3.36 to account for turbulent flame quenching
in the TFC model with the quenching factor G . The relation is derived from the
log-normal distribution of the turbulent dissipation rate ε [148]. The standard
deviation σ of the log-normal distribution is calculated from the ratio of the
integral length scale and the Kolmogorov length scale σ= 0.26ln(lT/lη). Once
the critical dissipation rate εcr is reached, the value of the error function in
Equation 3.36 starts to decrease significantly.

The critical dissipation rate εcr in Equation 3.37 is determined from the kine-
matic viscosity νu of the non-reacting mixture and the critical flame stretch
gcr. In the eddy viscosity concept employed in URANS equations, the turbu-
lence influence, i.e., the Reynolds stress term, is linked to the velocity gradi-
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ents. In turbulent flows, the flame stretch is mainly caused by the flow strain.
The influence of flame surface curvature can be neglected [7, 169]. Hence, gcr

can also be interpreted as the critical velocity gradient at which the flame ex-
tinguishes. Dimensional analysis [6] has been used by Zimont to derive Equa-
tion 3.38:

G =1

2
erfc

{
− 1p

2σ

(
ln

(εcr

ε

))
+ σ

2

}
, (3.36)

εcr =15νug 2
cr, (3.37)

gcr =
S2

L

a
. (3.38)

Turbulent flame quenching must be considered in the DDT modeling strategy
to limit FA at very high turbulence. The quenching model of Zimont [6] was
applied in the previous solver by Hasslberger [142, 168] for H2-air DDT simu-
lations. Sufficiently high laminar flame speeds in the binary H2-air mixtures
kept the quenching factor’s influence on simulated velocity profiles small in
the legacy code versions. Compared to pure H2 as a fuel, lower laminar flame
speeds with fuels containing CO significantly increase the fraction of extin-
guished flame front, according to Equation 3.38. This raises the question of
whether the gcr expression of Equation 3.38 is also appropriate for H2-CO-air
mixtures in FA and DDT simulations.

Evaluating gcr values from 1D simulations with detailed chemistry allows a
better understanding of the influence of CO-containing fuels on gcr. The gcr

values are computed in 1D twin-flame simulations in Cantera [45](see Sec-
tion 2.2.1). Instead of extrapolating to zero strain to obtain the unstretched
laminar flame speed, the inflow velocity is continuously increased until flame
extinction occurs. Flame extinction is identified once the OH radical concen-
tration drops below a threshold larger than the OH equilibrium concentration.
This procedure has already been applied to steady-state simulations in gas-
turbine combustion chambers with good results [149]. Figure 3.14 compares
the resulting values of gcr evaluated with 1D simulations and Equation 3.38 for
fuel compositions of 50/50, 75/25 and 100/0 H2/CO. The velocity gradients are
calculated at 1 bar pressure.

Critical velocity gradients gcr estimated from the two approaches yield similar
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Figure 3.14: Critical velocity gradients evaluated from 1D reactive flow simulations and Zi-
mont’s model [6] with 50/50, 75/25 and 100/0 H2/CO fuels.

values for stoichiometric and rich mixtures (xf > 0.3). At lean mixtures, signifi-
cant deviations appear regarding trends and values. Proportionally lower lam-
inar flame speeds with increasing CO content in the fuel cause a uniform spac-
ing between curves estimated from relation 3.38 for 50/50, 75/25 and 100/0
H2/CO. In contrast, the fuel composition has only a minimal impact on the
results of the 1D simulations. The gcr values from 1D twin-flame simulations
are higher between 15 to 30 vol.-% of fuel than in rich mixtures. The deviations
can be explained by the laminar flame speed increase due to flame stretch
in lean mixtures with Le < 1. Consequently, higher stretch rates are required
for flame extinction when considering the Le influence. Below xf < 0.15, the
reactivity declines disproportionately, causing a rapid decrease in the result-
ing critical velocity gradient of both calculation methods. However, gcr values
from Zimont’s relation in Equation 3.38 remain several orders of magnitude
smaller.

Similar to the previous solver by Ettner and Hasslberger, the SL evaluation
in the present solver only determines the unstretched laminar flame speed
(see Section 3.3.3.1). Hence, flame-stretch influences on SL are not consid-
ered in Zimont’s relation 3.38 for any of the solvers. The relation cannot repro-
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duce the trend indicated by the 1D twin-flame simulations results. Noticeably
smaller gcr values can lead to an overpredicted flame front quenching in CO-
containing fuels when Zimont’s relation 3.38 would be used. Alternatively, gcr

values from the 1D twin-flame simulations can substitute Equation 3.38.

Additionally, increasing pressure accompanying FA compresses the flame
brush, which steepens the temperature gradient. The flame becomes more
robust against flame extinction as a consequence. This pressure dependency
can be easily considered in 1D simulation with detailed chemistry. In Zimont’s
model, it is included indirectly via the laminar flame speed relation in Equa-
tion 3.38.

A conclusion on whether turbulent flame quenching should be considered
in modeling H2-CO-air FA and DDT is required. Hence, the general occur-
rence of turbulent flame quenching is studied for H2-air and H2-CO-air mix-
tures. High-resolution 2D simulations (DNS) of an obstructed explosion chan-
nel were performed to address this topic. The framework of the rhoReacting-
Foam available in OpenFOAM has been adopted. The unsteady Navier-Stokes
equations are solved in a pressure-based architecture. Adjustable time steps
are estimated from the acoustic CFL number of Coacc,max = 0.1. Combustion
reactions are modeled with a finite rate approach, which requires individual
transport equations for each species of the reaction system. The kinetic data
is taken from the reaction mechanism of Li et al. [14]. Individual diffusion co-
efficients are specified for each species to account for the different molecu-
lar diffusivity (see Appendix A.2). Hence, combustion phenomena based on
the high mass diffusion of hydrogen, i.e., TD instabilities, can be captured in
the simulation. The 2D consideration is sufficiently accurate since the flame-
turbulence interaction leading to flame extinction occurs primarily in tubu-
lar structures [1, 58]. The simulation setup mimics the study of Gamezo et
al. [170]. Their study only reveals little discrepancies between 2D and 3D nu-
merical results for accelerated H2-air flames. Figure 3.15 illustrates the 2D
computational domain, which has been discretized with a uniform mesh res-
olution of ∆xcell = 0.04mm. The flame front is resolved with a minimum of 10
cells throughout the simulation. This study [171] gives additional detail on the
setup.
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Figure 3.15: Schematic of 2D computational domain in highly resolved simulations (dimen-
sions in mm).

The high-resolution simulations were performed for 22.5 % fuel in air with
a fuel composition of 100/0 H2/CO and 75/25 H2/CO. Figure 3.16 and 3.17
present temperature contours of the channel section at about 250 mm for dif-
ferent timings. The images include blue iso-surfaces, which indicate regions
where the flow velocity gradient exceeds the critical flame stretch gcr esti-
mated from 1D twin-flame simulations. The gcr threshold of the iso-surface
is adjusted for the local pressure in Figure 3.16 and 3.17.

The observed flame velocity at the 250 mm position is similar for both fuel
mixtures. Nevertheless, the vortices develop further downstream from the ob-
stacle in the CO-containing flame. Once the flame vortices have formed, they
penetrate deeper into the fresh gas pocket behind the obstacle compared to
the case with pure H2 fuel. The volumetric substitution of H2 with CO in-
creases the momentum of the jet flow through the free cross-section between
obstacles due to a higher density. Therefore, the shear layer, in which the vor-
tices exist, is extended. Velocity gradients exceeding the gcr values (blue iso-
surface) are found primarily in the flame vortices. No significant portion of
flame extinction is visible in the areas identified by the blue iso-surfaces for ei-
ther of the fuel compositions. Only a slight tendency towards increased stretch
in H2-CO fuels exists, which is explained by the higher momentum flow.

Figure 3.16 and 3.17 show that velocity gradients higher than gcr are present
in fast deflagrations of H2-CO-air mixtures in obstructed channels. The flame
tip velocity is around 300 m/s for both fuels. Flow velocities and velocity gra-
dients become even higher in thermally choked deflagrations. Therefore, tur-
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Figure 3.16: Temperature contour with
iso-surface (blue) of exceed-
ing flow strain in comparison
to the critical velocity gradi-
ent (100/0 H2/CO).

Figure 3.17: Temperature contour with
iso-surface (blue) of exceed-
ing flow strain in comparison
to the critical velocity gradi-
ent (75/25 H2/CO).

bulent flame quenching cannot be neglected [171]. Zimont’s model for turbu-
lent flame quenching is applied in the developed solver. However, the critical
velocity gradient gcr is tabulated from 1D twin-flame simulations during pre-
processing to account for Lewis number and pressure dependencies. Zimont’s
expression 3.38 is substituted with a direct evaluation of gcr from the created
interpolation table during simulations.
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The input variables of the table are xf, xH2,f and p. Analogous to the laminar
flame speed, all compositions from pure fuel to pure air can be evaluated.
Since the quenching factor G is only relevant to deflagrations, the pressure
input is varied from 0.7 bar to 10 bar. The fresh gas temperature also influ-
ences gcr. The number of input variables for the table generation is reduced
by approximating the fresh gas temperature with isentropic relations accord-
ing to the specified pressure. The standard reference conditions are employed
as a basis in the isentropic relations. This practice assumes that primarily
weak pressure waves are present during most parts of the flame acceleration
phase. The relevance of turbulent quenching declines once flame velocities
close to the sound speed of the combustion products apr are reached, and gas-
dynamic effects start to dominate the flame propagation.

Figure 3.18 presents simulated flame tip velocity profiles obtained from the
two different gcr evaluations. Two simulated flame velocity profiles are com-
pared to measurements in the obstructed explosion channel of the GraVent
facility filled with 20 vol.-% of 50/50 H2/CO in air.Section 4.2 describes the
test rig in more detail. The experimental data indicates several auto-ignition
events. The resulting quasi-detonation exhibits a flame velocity between apr

and DCJ. Zimont’s gcr relation in Equation 3.38 falsely suppresses DDT because
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Figure 3.18: Impact of the gcr evaluation method on the flame tip velocity profile of a 20 vol.-%
fuel-air mixture with 50/50 H2/CO in the GraVent explosion channel (BR60S300).
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the velocity of a thermally choked fast deflagration apr is only reached close to
the end of the obstructed channel section. Using the interpolation table with
detailed chemistry information allows the prediction of DDT. Subsequently,
a stable detonation establishes in the unobstructed channel section. This be-
havior is in agreement with the measurement. If the measurements indicate a
potential DDT, CFD codes for risk assessment should predict DDT determinis-
tically. The gcr evaluation from the interpolation table with detailed chemistry
information contributes to this behavior of the CFD solver.

3.3.4 Detonation Source Term

Gas-dynamic effects dominate detonations. The compression of fresh gas by
pressure waves causes self-ignition. The continuous heat release after self-
ignition maintains a shock wave in front of the reaction zone. At the same
time, the pressure wave compresses fresh gas to levels beyond the auto-
ignition temperature. As a consequence, a self-sustaining detonation complex
forms.

Because the combustion regime of detonations differs fundamentally from
flamelet-like combustion, a suitable combustion model is required for the
volumetric heat release after auto-ignition. Figure 3.19 outlines the modeling
strategy for the detonation source term ω̇vol. A two-step mechanism is applied,
which consists of a detonation criterion and a quadratic heat release function.
The two-step mechanism represents the detonation’s structure consisting of a
shock wave and a reaction zone.

A spatial and temporal resolution of the detonation complex is unfeasible in
CFD simulations for safety analysis. However, the thermodynamic states of
the detonation complex described in the ZND theory (see Section 2.3) can be
captured quantitatively correctly. The corresponding length scales, e.g., the in-
duction length, do not need to be accurately represented. This primarily works
because the Chapman-Jouguet point resembles a stable state for the detona-
tion, which fluctuations relax to.

A gradient approach similar to the deflagration source term is inadequate for
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Multi-Scale Flame Propagation

Small-scale geometries Large-scale geometries

Source term modeling

Detonation

ω̇vol = 2B
texo

c(1− c)θ or ω̇vol = 2B
texo

α(1−α)θ

Two-step heat release mechanism:

Deflagration

Turbulent flame
speed closure

Detonation criterion:

- Heat release only if θ = 1 is satisfied (Heaviside function)
- Criterion is based on ignition delay time and the

quantitative prediction of the von-Neumann state

Volumetric heat release:

- Uses a quadratic heat release function
- Heat release rate is scaled by a texo expression

depending on mixture composition and cell size

1. Step

2. Step

Figure 3.19: Specification of the detonation source term, including a two-step heat release
mechanism.

detonations because the reaction zone always covers 3 to 5 cells. A thickened
detonation reaction front gives inaccurate pressure loads when waves are re-
flected at walls [89]. Hence, a quadratic heat release function is applied com-
bined with a detonation criterion. This approach is based on the forest-fire
mechanism of the CREBCOM code [126]. In that code, the reaction jumps
from one cell to the next. The two-step mechanism with quadratic heat release
was implemented in the legacy code versions [4, 8]. However, the detonation
criterion and the heat release function are improved to create a more accu-
rate and generally applicable detonation source term model. A cell-size and
mixture-composition-dependent dynamic scaling of the heat release function
is implemented. It guarantees a correct heat release rate in detonations.

3.3.4.1 Detonation Criterion

The rapid volumetric heat release due to detonation occurs once the detona-
tion criterion θ is satisfied. The criterion guarantees that the fresh gas is suffi-
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ciently preconditioned for DDT. In other words, it ensures that the shock front
ahead of the reaction zone and its thermodynamic state is captured quantita-
tively correctly. The shock front, required for adequate conditioning of the gas
mixture, is sustained by the rapid auto-ignition combustion of the detonation.
Because under-resolved simulations cannot capture the induction length, the
shock front cannot be sustained ahead of the reaction zone. Hence, the shock
front and the reaction zone coincide in the same cell with a temporal offset.
This influences the formulation of the detonation criterion θ, which reads

θ = max(H(τ−1) ·H(T −TvN) ·H
(
p|t−1 −p|t) ·H(c −0.001) ;

H(τ−1) ·H
(
10−16 − c

)
).

(3.39)

The criterion relies on multiple Heaviside step functions. It is only formulated
with respect to c in Equation 3.39. If the flame tracking approach is used for
the flame-propagation transport equation, c is simply substituted with α. The
two terms of the maximum argument resemble the scenarios of DDT in the
flame vicinity (weak solution) and DDT due to shock-focusing (strong solu-
tion), respectively. The criterion covers several conditions for the onset of the
detonation source term:

• Detonation in the flame vicinity or due to shock-focusing: The criterion
separates the phenomena of DDT in the flame vicinity with the condition
c > 0.001 and of DDT due to shock-focusing with the condition c < 10−16.

• Ignition delay time: The fresh gas must be compressed sufficiently by
pressure waves to trigger auto-ignition. The non-dimensional ignition
delay time τ indicates the possibility of auto-ignition based on the ther-
modynamic state of the gas mixture.

• Representation of the von Neumann plateau: In order to capture the
maximum pressure loads of detonations, the von Neumann plateau has
to be captured in under-resolved simulations. It has been shown that an
early heat release suppresses the formation of the von Neumann pressure
peak in the under-resolved approach [172]. Because the shock front and
the reaction zone coincide in the same cell in the simulation, the pressure
quickly approaches the CJ value. Therefore, the heat release needs to be
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delayed until the maximum pressure is reached. Thereby, the von Neu-
mann peak of stable detonations is captured. The corresponding condi-
tion H(p|t−1−p|t ) is met once the pressure decreases in the current time
step t in comparison to the previous time step t −1.

The condition for the cell temperature T to be above the von Neumann
temperature TvN contributes to the robustness of the θ criterion. Since
c > 1 holds in the concerned cells, the cell temperature will eventually ex-
ceed the von Neumann temperature TvN (see Section 2.3). The TvN-based
Heaviside function safeguards against premature auto-ignition. TvN val-
ues can be obtained from the methodology used for the evaluation of the
local gas composition (see Section 3.3.2.1).

The detonation criterion 3.39 is similar to the implementation of Has-
slberger [4]. However, it is designed to be more robust by treating the DDT
scenarios separately and accounting for TvN. The ignition delay time indicates
the onset of the auto-ignition based on kinetic data. It is fundamental for the
presented two-step heat release mechanism. The non-dimensional ignition
delay time

τ= tcalc

tign(xf, xH2,f,T, p)
= Y

Ycr
(3.40)

is defined as the ratio of the simulation calculation time tcalc and the ignition
delay time tign(xf, xH2,f,T, p). It can also be understood as a measure of the
radical pool necessary for the branching reactions of the reaction system to
dominate. This condition holds above a critical mass fraction of radicals Ycr.
Once Ycr is reached, rapid conversion to the products takes place. The igni-
tion delay time resembles the period of time until the critical limit is present.
The dimensionless ignition delay time τ is evolved in time with the transport
equation 3.41 to account for the fresh gas preconditioning during FA [4]. The
transient evolution of τ [173] indicates the influence of the flame history on
the onset of detonation:

∂

∂t

(
ρτ̃

)+ ∂

∂x j

(
ρũ j τ̃

)− ∂

∂x j

(
ρDeff

∂τ̃

∂x j

)
= ρ

tign(xf, xH2,f,T, p)
. (3.41)

Above a critical auto-ignition temperature, the ignition delay time drops sig-
nificantly, and the term on the right-hand side of the equation increases. At
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τ = 1 auto-ignition is possible. The ignition delay time depends on the com-
position and thermodynamic state in the gas tign(xf, xH2,f,T, p). The time scale
tign is provided to the solver efficiently via interpolation tables. The table en-
tries are precalculated using the Shock and Detonation Toolbox6, a script li-
brary for Cantera [45]. Based on the conclusion of the comparative study of
Olm et al. [147], the reaction mechanism of Li et al. [14] performs best for ig-
nition delay time evaluation. It is thus used to compute tign. The interpolation
table has four input variables. The created table covers all mixture composi-
tions from pure air to pure fuel with fuel compositions from pure H2 to pure
CO. Since the shock front coincides with the reaction zone, the temperature
changes due to shock compression cannot be captured accurately by the non-
reacting temperature Tu (see Section 3.3.2). Hence, the ignition delay time is
evaluated based on the cell-averaged temperature.

3.3.4.2 Quadratic Heat Release Function

Once the detonation criterion is satisfied, the volumetric source term releases
heat via a quadratic function. The auto-ignition combustion in the detona-
tion’s reaction zone is reaction-rate-limited, like the reaction in a perfectly
mixed isochoric reactor [1]. The typical profile of the reaction progress in this
reactor can be approximated by a tanh-function, which reads

c(t ) =α(t ) = 1

2
+ 1

2
tanh

(
B

texo
t

)
. (3.42)

The tanh-function becomes self-similar when the scaling factor B/texo is
tuned according to a specified interval of c orα. The value B ≈ 4.5951 refers to
the interval c ∈ [0.01;0.99] [4]. With this function scaling, c or α increase from
0.01 to 0.99 in the exothermal time scale texo.

The quadratic heat release function in Equation 3.43 is the time derivative of
the tanh-function (Equation 3.42) [4]. The formulation of the equation de-
pends on the selected flame-propagation transport equation. The parabolic
profile of the function has a maximum at c = 0.5. The equation is similar to
the quadratic deflagration model derived by Schmid et al. [150]. Like Schmid’s

6Shock and Detonation Toolbox URL: https://shepherd.caltech.edu/EDL/PublicResources/sdt/
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model, the quadratic function is generally not mesh-independent [8]. The cor-
rection in Equation 3.44 prevents that the quadratic function always remains
zero when c = 0:

ω̇vol = 2B

texo
c∗ (

1− c∗) θ or ω̇vol = 2B

texo
α∗ (

1−α∗) θ, (3.43)

c∗ =c +0.001 ·H(10−15 − c) ·H(τ−1) [same for α∗]. (3.44)

The high conversion rates of the quadratic function lead to a compact deto-
nation complex with a maximum width of two cells in the under-resolved ap-
proach. However, the conversion rate needs to be scaled with texo to maintain
a correct detonation velocity DCJ on all mesh sizes. The scaling is dependent
on the cell size and the local mixture reactivity.

In stable detonations, the reaction front and the pressure wave must propa-
gate with corresponding velocities to each other [5]. If not, the reaction gradi-
ent can overtake the shock wave, and the detonation decays or the shock wave
decouples from the reaction front [174, 175]. Accurate simulation of the onset
of detonations not only requires capturing the coupling between the reaction
front and the shock wave. Prediction of failed DDT attempts or decoupling of
shock and reaction front must also be possible.

In principle, even an unphysically fast reaction front could sustain the shock
wave in front of the reaction. The detonation criterion θ always keeps the re-
action behind the shock (H(p|t−1−p|t )). At the same time, no possibility exists
for decoupling the shock and reaction front with an overestimated conversion
rate. Consequently, the solver would create an overly conservative DDT pre-
diction if the conversion rate is not scaled appropriately with texo. However, if
it is scaled correctly, the possibility exists that the reaction cannot follow the
shock and, hence, the detonation decays into a deflagration. This shows the
relevance of an accurate texo scaling for the simulation of DDT and detonation
propagation.

3.3.4.3 Cell-Size and Mixture-Composition-Dependent Scaling of the Source Term

Figure 3.20 illustrates the propagation of a stable detonation front through a
computational cell of size ∆xc at the propagation speed of stable detonations
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DCJ [39,82,83]. The volumetric source term ω̇vol must be scaled by texo in order
to guarantee a mean conversion of the cell volume that is equivalent to the
scenario in Figure 3.20. If only the volumetric source term would be used in
the flame-propagation transport equation, texo would represent the time for
the detonation to traverse the cell. In practice, the deflagration source term
partially converts the cell before the detonation criterion θ = 1 is reached.
Hence, ω̇vol needs to be higher in order to maintain a mean propagation ve-
locity of DCJ across the cell.

c = 0c = 1

∆xc

DCJ = u +apr,det

Detonation front

Figure 3.20: Length and time scales for a detonation front traversing a single cell.

The observed detonation speed DCJ consists of the convective bulk flow u and
the burning speed of the reaction. According to the ZND theory, the reaction
front’s relative propagation speed is equal to the speed of sound of the deto-
nation products apr,det [5, 39]. As the source terms in the flame-propagation
transport equations (see Section 3.3.1) describe the reaction front propaga-
tion only relative to the fluid flow, the appropriate time scale for the reaction
reads

tCJ = ∆xc

apr,det
. (3.45)

The DCJ as well as apr,det can be calculated using Cantera with the Shock and
Detonation Toolbox. The velocity apr,det is precalculated and provided to the
solver through an interpolation table. The convective flow necessary to reach
DCJ does not have to be considered since the corresponding heat release in-
duces it.

The time measure tCJ depends on the traveled distance ∆xc by the detonation
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front, i.e., the cell size. As a consequence, the propagation direction matters to
the time scale. However, the flame-propagation transport equations describe
a volumetric conversion of the cell from unburnt to burnt. Consequently, the
traveled distance needs to be conveyed into a volume profile of the cell along
the projected flame propagation direction. In order to reduce complexity, a
mean cell distance ∆xc is estimated from the cell volume Vc according to

∆xc = 3
√

Vc. (3.46)

The more uniform the cell aspect ratios are, the more accurate the method be-
comes. By using ∆xc from Equation 3.46 in Equation 3.45 the source term ω̇vol

is dynamically adjusted via texo and the source term model becomes mesh-
independent. In addition, the dependency on the mixture reactivity is ac-
counted for by the tabulated values of apr,det.

An appropriate expression for the scaling quantity texo based on tCJ is derived
in the following. c and α can be substituted by each other without any adjust-
ments in the equations of the volumetric source term model. The derivation
of the source term scaling is only expressed in terms of c for the sake of sim-
plicity.

Figure 3.21 illustrates a typical temporal evolution of the c-profile in a single
computational cell during under-resolved detonation simulation. The overall
conversion of the cell needs to remain within tCJ. The blue dashed line indi-
cates the required mean progression. As the shock front and the detonation
front coincide in the same cell, the detonation criterion θ is reached at a re-
action progress limit clim. Beforehand, c rises due to the deflagration source
term and convection. clim is reached in the corresponding time period tdef.
Only values of clim and tdef contribute to the scaling function. Thus, the trend
is depicted as linear for the sake of simplicity. The linear progression can be
interpreted as a mean convective source. The time scale tdef is tracked for each
cell, starting with the value c = 0.01.

The time tdef has passed before the detonation criterion is reached. Therefore,
the time left for the detonation source term to convert the remaining fresh gas
to fully burnt reduces to tdet = tCJ − tdef. The required mean conversion rate of
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Figure 3.21: Temporal c-profile evaluated with the volumetric source term scaling methodol-
ogy with generic input variables clim and tdef (φ= 1 in 75/25 H2/CO).

the detonation source term ω̇vol needs to be adjusted according to

ω̇vol = 0.99− clim

tCJ − tdef
. (3.47)

The corresponding mean progression of c is shown in Figure 3.21 as a red
dash-dotted line. Knowing ω̇vol, an expression for texo can be derived from the
mean gradient of the quadratic heat release function 3.43. The relation reads

ω̇vol = 1

texo − t (clim)

∫ texo

t (clim)
ω̇vol d t = 1

texo − t (clim)

c(texo)︸ ︷︷ ︸
0.99

−c(t (clim))︸ ︷︷ ︸
clim

 . (3.48)

The integral function of the volumetric source term ω̇vol is the reaction
progress tanh-profile in Equation 3.42 itself. Since ω̇vol is only relevant in deto-
nations, θ = 1 is assumed for the derivation of the scaling function. It does not
influence Equation 3.48. The c progression function in Equation 3.49 can be
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rearranged with the relation in Equation 3.50 to solve for the time t (c), which
yields Equation 3.51. The tanh-function in Equation 3.49 is an adjustment of
Eqauation 3.42 to prescribe the condition of c = 0.01 at t = 0. It should be
noted that the time t (clim) needs to be evaluated in reference to Equation 3.49:

c(t ) = 1

2
+ 1

2
tanh

((
t

texo
− 1

2

)
B

)
, (3.49)

artanh(x) = 1

2
ln

(
1+x

1−x

)
, (3.50)

t (c) =
(

1

2
+ 1

2B
ln

( c

1− c

))
texo with : B ≈ 4.5951. (3.51)

Substituting t (clim) in 3.48 by the expression 3.51 and transforming the equa-
tion in order to solve for texo yields in the final scaling function

texo = 0.99− clim

ω̇vol

(
1

2
− 1

2B
ln

(
clim

1− clim

)) . (3.52)

The appropriately scaled c-profile (solid red curve) in Figure 3.21 is obtained
by applying ω̇vol from Equation 3.47 to the scaling function in Equation 3.52
and evaluating the c-profile of Equation 3.49. The volumetric source term is
only scaled to reach the upper limit c = 0.99 within texo. In practice, full con-
version is reached quickly without requiring any additional modeling. Two ex-
ceptions need to be considered:

• If tdef exceeds the time tCJ, ω̇vol = 1/tCJ is used as an exception to Equa-
tion 3.47. In that case, ω̇vol resembles the blue dashed line in Figure 3.21.

• In the unlikely case that a cell with fresh gas (c = 0) burns only in the
detonation regime, the texo evaluation can be simplified according to

texo =
(
cupper(B)− clower(B)

)
tCJ = (0.99−0.01) tCJ. (3.53)

The time scale for the complete conversion of the cell tCJ needs to be re-
duced to the time range the self-similar tanh-function in Equaiton 3.43 is
specified on (c ∈ [0.01;0.99] for B ≈ 4.5951). A possible occurrence of this
scenario is the initial auto-ignition following shock-focusing.
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In contrast to the static expression texo = k∆tcalc used in the previous CFD
code implementation [4], the analytically derived scaling function 3.52 pro-
vides a cell-size and mixture-composition-dependent conversion rate. It sat-
isfies the condition that the reaction reaches complete conversion in a cell
within the time scale tCJ. As a consequence, the coupling of the shock front
and the reaction zone is based on a precisely scaled conversion rate. In ad-
dition, the current analytical scaling of the heat release function reduces the
number of user-dependent input variables, i.e., k, which enhances the code
usability.

3.3.4.4 1D Validation of the Detonation Source Term Model

The model is verified with generic 1D detonation simulations. Stable detona-
tions are directly initialized by setting 20 % of the 1D domain to the CJ state.
This includes initializing the flow velocity in the combustion products accord-
ing to the ZND theory in the absolute reference frame. The sides of the 1D
mesh are configured as a empty-type boundary and the front and back as solid
walls.

The main goal of the scaling procedure is to obtain a correct volumetric con-
version rate - independent of the cell size. In Figure 3.22, flame tip velocities
of simulations with varying cell sizes are compared with each other. A hori-
zontal line of DCJ = 1886.5m/s is added. The fuel content in the simulations
is 30 vol.-% fuel in air (75/25 H2/CO). The mesh in all simulations comprises
the same number of cells. Hence, the axial flame tip position is normalized
with the length xign initialized as CJ state to allow a direct comparison of the
simulations.

The position of the flame tip is tracked over time in the simulations. The spa-
tial derivative of the resulting flame trajectory gives the observed flame tip ve-
locity. A smoothing function is applied to eliminate outliers originating from
the discrete nature of the data. The findings of the cell-size comparison study
are:

• Almost exact flame velocity curves for all simulations prove the mesh in-
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Figure 3.22: Simulated detonation veloc-
ities of varying cell sizes in
comparison to DCJ (30 vol.-%
fuel in air - 75/25 H2/CO).

Figure 3.23: Simulated detonation veloci-
ties of varying Co number in
comparison to DCJ (20 vol.-%
fuel in air - 75/25 H2/CO).

dependence of the scaled volumetric heat release model.

• Only a small deviation of max. 36 m/s from the calculated DCJ is found,
which indicates good model accuracy.

• The deviation from DCJ is similar to those reported in other under-
resolved detonation simulations [8, 89, 172]. However, none of the men-
tioned detonation modeling strategies consistently reproduce the flame
velocity when cell sizes vary.

The influence of the temporal resolution on the scaling function performance
is also analyzed. Flame velocities obtained from simulations with varying lim-
iting CFL numbers are compared in Figure 3.23. In all simulations, the mesh
has the same uniform cell size of 20 mm. The findings of the CFL number com-
parison study are summarized:

• Apart from Co = 0.30, all curves remain within an acceptable deviation
from DCJ. Deviations between the simulated curves are expected because
the influence of varying time step size is not compensated by the scaling
function in contrast to the cell size.

• Simulations with varying CFL numbers differ in their number of time
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steps, which cover the volumetric heat release of the detonation source
term. If ∆t > tdet holds, the resulting conversion rate after the solution of
the flame-propagation transport equation (clim → c = 1) is smaller than
determined by the scaling function.

• An early auto-ignition at a low clim causes the strong deviation of the Co =
0.30 flame velocity profile. This leads to a large amount of released heat
within a single time step. The resulting detonation is similar to an over-
driven detonation with a significantly higher propagation velocity.

• A sufficiently small CFL number is required for accurate simulation of de-
tonation propagation. Most importantly, the CFL number must be small
enough to capture the convective and deflagrative increase of c to clim

without overshooting. The minimum scale ∆t ≈ tdet appears as a good
practice. However, the scaling function works as intended and can be ap-
plied without restrictions.

• The investigation cannot be transferred directly to the onset of DDT be-
cause the corresponding flame velocities around apr are close to the wave
propagation velocity considered by the acoustic CFL number definition.
Consequently, the temporal resolution at the onset of DDT is finer than at
the stable detonation propagation. Hence, higher limiting CFL numbers
can be selected at the onset of DDT.

The temporal evolution of p, T and c are tracked at a fixed location during
a 1D detonation simulation. Figure 3.24 presents the corresponding profiles.
All plots show profiles obtained with the previously applied constant value
scaling k∆t and the presented dynamic scaling of texo. The profiles stem from
a detonation simulation with 20 vol.-% fuel in air (75/25 H2/CO). The 1D mesh
is 20 meters long, consisting of cubic cells with an edge length of 20 mm. The
CFL number is specified as Coacc = 0.1, which resembles a typical setting for
FA and DDT simulations. The profiles are tracked in time at the axial position
of 10.0 m, which is located far away from potential ignition or wall influences.
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Figure 3.24: Temporal evolution of pressure p, temperature T and reaction progress c tracked
at the fixed axial position of 10.0 meter (20 vol.-% fuel in air (75/25 H2/CO) and a
cell size of 20 mm).

The convection of burnt gas and the subsequent rapid volumetric heat release
can be identified by their drastically different slope in the c profiles for both
scaling methods. The quadratic heat release function activates once the deto-
nation criterion θ is satisfied. In the stable detonation regime, the pressure-
related criterion of θ is the most restrictive. The pressure is required to de-
crease between two time steps. The vertical gray dashed line indicates that
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moment. However, the pressure does not quite reach pvN before volumetric
heat release. Due to the rapid heat release of the auto-ignition, the pressure
eventually rises above pvN. Compared to simulations without the pressure-
related criterion in θ, the onset of volumetric heat release is delayed. Higher
clim values are the consequence. At the same time, the pressure condition in θ
ensures that the von Neumann pressure peak pvN is reached [172]. Capturing
the von Neumann pressure peak is essential for the risk analysis of the confin-
ing structure. As expected, the pressure relaxes to pCJ behind the reaction zone
for stable detonations. The p profile of the ZND theory can be reproduced by
the detonation source term model with acceptable accuracy.

c increases before self-ignition occurs. Hence, no temperature increase due
to compression alone can be identified in the T profiles. The von Neumann
temperature TvN is not explicitly captured in the T profiles in Figure 3.24. The
expected temperature after the reaction zone TCJ is closely met by the T pro-
files. Because the temperature change of the non-reacting Tu due to shock
compression cannot be described easily within the heat release zone (see Sec-
tion 3.3.2), Tu remains far below TvN. Only temperatures around TvN would be
sufficiently high to trigger auto-ignition. Consequently, the ignition delay time
needs to be evaluated with the average cell temperature.

While the static k∆t-scaling with k = 20 always distributes the volumetric
heat release over several time steps, the dynamic texo-scaling results in a sin-
gle time step for the heat release under the presented conditions as indicated
by the c profiles. This profile difference is also visible in the p and the T plots.
The composition of the combustion products specifies the amount of released
heat by the reaction. Because the tabulated von Neumann state, TvN and pvN,
is used to evaluate the burnt gas composition in the simulations of both scal-
ing methods, the resulting thermodynamic states are very similar. The only
noticeable difference is present at the onset of volumetric heat release. A
stretched-out heat release over several time steps damps the overshoot in the
pressure profile. The expansion of hot combustion products counteracts the
pressure increase due to the rapid conversion rate rise. The overshoot of p and
T in the simulation with dynamic texo-scaling is more pronounced since the
heat release occurs within one time step. Utilizing texo-scaling, DCJ is barely
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under-predicted in Figure 3.23 by only 13 m/s. Since the reaction front’s rela-
tive propagation speed is scaled correctly, the kinetic energy of the bulk flow
has to be lower. Consequently, more sensible energy is kept, and the temper-
ature slightly exceeds TCJ.

The main advantage of the novel dynamic texo-scaling over the previously used
static scaling is maintaining DCJ on all mesh sizes and time steps for vary-
ing gas compositions. The static scaling resulted in a 60-150 m/s offset from
the expected DCJ with varying cell sizes and compositions. The dynamic texo-
scaling allows minimum deviations of 10-20 m/s. The lower mean conversion
rate due to the stretched-out volumetric heat release by the static scaling can
cause a failed DDT attempt, as the reaction front might not be able to follow
the shock wave. Hence, predicting heat release within one time step by the
dynamic texo-scaling is considered necessary under these conditions.

3.4 Efficiency-Related Solver Development

The applicability of the developed CFD solver to real-world H2-CO-air explo-
sion risk assessment depends on the solver’s computational efficiency. Typ-
ically, risk assessment requires parameter studies. Hence, the computation
time of single simulations has to be kept as low as possible. This aspect is
essential for large-scale scenarios where the number of cells is significantly
higher. Especially in industrial-scale scenarios, the computation times can be-
come restrictive. In the development of the present solver, computational ef-
ficiency has been improved primarily in three areas:

• Efficient model design: The reaction-progress-variable-based represen-
tation of the flame is an efficient CFD solver design. Additionally, detailed
chemistry information is provided through interpolation tables instead
of correlations for combustion parameters with multiple dependencies.
Corresponding parameters are laminar flame speeds or critical velocity
gradients. For example, using interpolation tables instead of nested cor-
relations for the SL,0 evaluation in H2-CO-air mixtures result in a 10%
faster computation.
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• Adaptive mesh refinement: Adaptive mesh refinement (AMR) was intro-
duced to the CFD solver by Hasslberger [4]. The mesh is refined only in
three regions of interest, the flame vicinity, regions of pronounced tur-
bulence production and gas-dynamic effects. AMR significantly lowers
computation times compared to refining the entire domain [128]. The
method is improved in the current work to better suit the application of
the solver to semi-confined geometries.

• Load-balancing algorithm for the geoVoF method: The computation-
ally intensive geoVoF method used in the flame-propagation transport
equation for large-scale geometries only requires computation in flame
front cells. Consequently, an imbalance of computational workload be-
tween processors in a parallelized simulation originates because flame
front cells are typically present in only a few processor domains. Simple
massive parallelization is very ineffective in reducing computation time.
A newly implemented load-balancing algorithm for the geoVoF method
(LB-geoVoF) achieves significantly better efficiency - already at low pro-
cessor counts. As the LB-geoVoF method’s performance scales with the
number of flame front cells, a synergy is created between the LB-geoVoF
method and AMR.

The last two areas of improvements are described in more detail in the follow-
ing.

3.4.1 Adaptive Mesh Refinement

Adaptive mesh refinement (AMR) is suitable for transient computation of
flame fronts to effectively save computation time by only resolving regions
of interest. OpenFOAM only supports AMR for hexahedra in its unstructured
mesh topology [176]. Therefore, the applicability of the solver to complex ge-
ometries is not restricted by AMR as long as meshes with hexahedra are used.

Flame-dynamics, turbulence and gas-dynamic effects primarily dominate FA
and DDT. Therefore, AMR should increase the mesh resolution at the flame
front, regions of high turbulence production and pressure waves. A threshold
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criterion triggers mesh refinement. It is specified to suit the purpose of ex-
plosion simulations. Table 3.1 summarizes the criteria for the three regions
of interest depending on the flame-propagation transport equation used. The
presented terms are evaluated in every cell. Their results are summed up, and
once the threshold of 0.1 is exceeded, the corresponding cell is refined. AMR
reverts to the original mesh if the threshold is no longer met. A maximum re-
finement level of two provides a good compromise between accuracy and ad-
ditional computation time due to the higher load on individual processors.

Table 3.1: Criteria expressions for the three different flow features of interest for AMR execu-
tion.

Volume reaction model
(c-equation)

Flame front tracking model
(α-equation incl. geoVoF)

Flame vicinity H ((c −0,001)∧ (0,999− c)) H


∣∣∣∣∣
(
∂α

∂x j

)NAG
∣∣∣∣∣

maxΩ

[∣∣∣∣∣
(
∂α

∂x j

)NAG
∣∣∣∣∣
] −0,01



Turbulence
production

∣∣∣∣∣∂
∣∣u∗

i

∣∣
∂x j

∣∣∣∣∣
maxΩu

[∣∣∣∣∣∂
∣∣u∗

i

∣∣
∂x j

∣∣∣∣∣
]

∣∣∣∣∣∂
∣∣u∗

i

∣∣
∂x j

∣∣∣∣∣
maxΩu

[∣∣∣∣∣∂
∣∣u∗

i

∣∣
∂x j

∣∣∣∣∣
]

Gas-dynamic
effects

H


∣∣∣∣ ∂p

∂x j

∣∣∣∣
paicc

3 ·∆xc

−0,025

 H


∣∣∣∣ ∂p

∂x j

∣∣∣∣
paicc

3 ·∆xc

−0,025


Sum of effects > 0.1 > 0.1

Hasslberger introduced the flame vicinity term and the turbulence production
term [4,168]. The use of a Heaviside function forces the refinement in the reac-
tion zone. At the same time it ensures that the refinement is reversed as soon
as a cell is completely burnt (c = 1). If the geoVoF method is used, the thresh-
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old term for the flame vicinity is based on the normalized flame front gradient.
It is evaluated with the node-averaged Gaussian (NAG) gradient scheme of the
geoVoF method. Normalization is carried out with the maximum value in the
entire domain, indicated by the subscriptΩ.

The region of pronounced turbulence production is included via the normal-
ized velocity gradient. The gradient is computed on a manipulated velocity
field u∗

i . A zeroGradient boundary condition is applied to walls instead of a
zero velocity condition. This prevents disproportional refinement at the walls.

In Hasslberger’s implementation [168], gas-dynamic effects were considered
based on the non-reacting density ρu. The applicability of the present CFD
solver is extended to semi-confined geometries. In this case, the interface be-
tween pure air and combustible mixture introduces a density gradient unre-
lated to gas-dynamic effects. In order to prevent unwanted refinement, the
threshold term for gas-dynamic effects is formulated based on pressure in-
stead. The pressure gradient is normalized with a pseudo-gradient in Ta-
ble 3.1. The denominator is a static expression. This holds the advantage
that refinement can be restricted to sufficiently strong pressure waves. Hence,
weak acoustic waves in the slow early phase can be excluded from refine-
ment. This behavior compliments the density-based solver as the solver tends
to overestimate waves at very slow flow velocities. The pseudo-gradient for
normalization is specified as a pressure change over three times the mean
cell width ∆xc, calculated from the cell volume (∆xc = 3

p
Vc). For the pressure

change, the pressure after adiabatic isochoric complete combustion paicc is
applied. The two-dimensional fitting function in Equation 3.54 is used to eval-
uate paicc during the simulation run. The function accounts for the dependen-
cies of paicc on xf and xH2,f. For very lean mixtures below xf < 0.05, a constant
value of paicc = 2.8452 ·105 Pa and for rich mixtures above xf > 0.70 a value of
paicc = 5.3033 ·105 Pa is used instead. As soon as the normalized value exceeds
0.025, the Heaviside function allows cell refinement:

paicc =5.038087 ·104 −2.493652 ·104 xH2,f +5.313911 ·106 xf

−1.226538 ·104 x2
H2,f −4.343147 ·104 xH2,f xf

−1.093893 ·107 x2
f +1.004991 ·105 x2

H2,f xf

−5.353102 ·104 xH2,f x2
f +6.270539 ·106 x3

f .

(3.54)
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3.4.2 Load-Balanced Geometrical Volume-of-Fluid Method

According to Amdahl’s law, an infinite number of processors reduces the over-
all computation time of a parallelized program to the time taken by the serial
code segments [177]. This assumption of perfect scaling implies an evenly dis-
tributed workload between all processors. If that is not the case, underloaded
processors are waiting for overloaded processors to finish their tasks. A non-
uniform load distribution can have three primary reasons:

• Uneven distribution of cells per processor: Some processors might have
more cells to compute than others. This scenario is commonly encoun-
tered in CFD simulations with highly localized phenomena, which are
resolved with a finer mesh during the simulation, e.g., AMR in explosion
simulations. AMR refines the region of interest and increases the imbal-
ance of workload. Figure 3.25 illustrates the generation of an imbalance
of workload due to the refinement of a region of interest (marked in red).
A static domain decomposition is considered, which is typical for most
CFD frameworks.

Processor 0

Processor 1

Processor 2

Processor 3

Processor 2

Processor 3

Processor 0

Processor 1

Figure 3.25: A non-uniform mesh before (left) and after AMR (right), including static domain
decomposition with four parallel processors.

• Calculation tasks with different computational effort: Imbalance of
workload between processors also stems from the different complexity
of their computation task. The geoVoF method, by its very nature, cre-
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ates vastly different computational complexity for each cell because cer-
tain computations are only required in flame front cells. Hence, proces-
sors containing flame front cells exhibit a higher workload. The geomet-
ric evaluation of the convective fluxes is computationally very demand-
ing.

• Heterogeneous hardware: The processor types or the communication
between individual machines in a cluster setup can differ. While load-
balancing regarding the computation environment is a field of ongoing
research [178], it is rarely addressed in application programs. Hence, this
source of imbalance is not considered in the present work.

Noticeable imbalance exists in large-scale simulations with the previous CFD
solver for explosion risk assessment due to the first two reasons. The computa-
tionally intensive geoVoF evaluation, in combination with AMR, puts a heavy
load on processors, which contain sections of the flame front. The number of
flame front cells per processor directly scales with the imbalance of the work-
load. Table 3.2 indicates that a minimum of 57% of the overall computation
time is consumed by the geoVoF method. This time fraction decreases with
increasing processor count because more processors cover the flame front
cells after the finer domain decomposition at the simulation start. Hence, the
number of flame front cells in heavily loaded processors is reduced, and the
time for underloaded processors waiting for the geoVoF evaluation to finish
reduces. However, the imbalance remains high, as the computation time of
geoVoF dominates the overall computation.

Table 3.2: Fraction of the overall computation time consumed by the geoVoF method in a
generic large-scale simulation with varying degrees of parallelization.

Processor Time fraction taken by
geoVoF method [%]

16 80.1
32 74.45
48 64.37
64 57.22
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Straightforward massive parallelization is an ineffective way to reduce com-
putation time. The imbalanced workload is split among more processors,
but it persists nonetheless. The possible speedup by merely increasing the
parallelization is limited. The imbalance leads to idle times for underloaded
processors, which must wait until overloaded processors finish their compu-
tation. A load-balancing (LB) algorithm evenly distributes the workload be-
tween processors and thereby reduces overall computation time. Figure 3.26
demonstrates a generic parallelized computation with and without an LB al-
gorithm. It displays the time periods required for necessary operations dur-
ing computation. The overall computation time is determined through the
time required by the most heavily loaded processor. The LB algorithm dis-
tributes the workload evenly. The exchange of additional data packages from
overloaded to underloaded processors demands additional communication.
The additional communication time can be taken into account as an addi-
tional load. A small residual waiting time remains even when LB methods
are applied. However, significant speedup gains are achieved already at low
processor counts. The computation time reduction by the LB algorithm can
be interpreted as an enhanced efficiency or the option to compute the same
simulation on fewer processors. Especially the latter perspective increases the
framework’s applicability.
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Figure 3.26: Processing time of two consecutive time steps in a six processor system without
(left) and with (right) load-balancing algorithm [adopted from [10]].
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3.4.2.1 Load Balancing Algorithm LB-geoVoF

Jofre et al. introduced an LB algorithm for the geoVoF method [179], which was
implemented in a self-developed CFD code employing structured meshes. So
far, no implementation of an LB algorithm for the geoVoF method has been
presented for OpenFOAM applications in the literature. Therefore, an LB al-
gorithm is introduced to the H2-CO-air CFD solver in the present thesis. The
implementation is based on the process steps described by Jofre et al. [179].
However, it was adjusted to fit the communication and the unstructured mesh
topology of OpenFOAM for parallel computation.

In order to better understand the interaction of the LB algorithm with
the geoVoF method, the solution steps of the flame-front-tracking flame-
propagation transport equation are briefly summarized:

• Flame front orientation: The node-averaged Gaussian (NAG) gradient
scheme is applied on the burnt volume fraction field α to evaluate the
flame front orientation.

• Reconstruction: The flame front position is reconstructed by iterative
positioning of a cutting plane inside the flame front cell in the flame
propagation direction. The cell is geometrically truncated, andα is deter-
mined each iteration until the desired burnt volume is achieved. Larger
cells require more iterations to meet the tolerance of accuracy.

• Advection: Flux polyhedra are geometrically constructed on the cell sur-
faces. The transported volume of burnt gas across each surface is eval-
uated by geometrical truncation of the flux polyhedra with the recon-
structed flame front plane.

• Flame-propagation transport equation: The flame-propagation trans-
port equation given in Section 3.3.1 is solved.

• Redistribution: When the bounding limits of the interval α ∈ [0;1] are
violated in a cell, the burnt volume fraction α exceeding the limit is re-
distributed between adjacent cells in order to preserve the combustion
progress.
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• Coupling of flame and flow: The discontinuous α field is transferred to a
steady profile of the reaction progress variable c in order to represent the
flame front.

A detailed description of the geoVoF operation steps can be found in Ap-
pendix C.1. The computation time of the geoVoF method is almost entirely
determined by the three operations NAG, reconstruction and advection. While
NAG and advection hold similar shares with 10-20% of the geoVoF compu-
tation time, reconstruction takes up 60-80%. The shares of the computation
times strongly depend on the geometry, the ignition source and the cell size of
the specific simulation.

In contrast to the NAG gradient scheme, the reconstruction and advection
steps are only carried out in flame front cells. Hence, the workload imbalance
is much higher for the reconstruction and advection steps. Consequently, the
LB algorithm is designed to distribute the workload of the reconstruction and
advection steps. It sends computation packages from overloaded processors
to underloaded processors. Two key aspects to accomplish this task are the
design of the inter-processor communication and the provision of the re-
quired mesh data to each processor. The implementation in the present thesis
is specifically adapted to the OpenFOAM framework regarding these two as-
pects. These efforts represent substantial contributions to the introduction of
the LB algorithm outlined by Jofre [179]. The LB-geoVoF method can be out-
lined as follows:

• Static LB algorithm: Domain decomposition between processors re-
mains unchanged, and all computational tasks are considered equally in-
tensive. Additional communication cost due to the LB algorithm is taken
into account as additional workload.

• Hybrid local/global mesh topology: Each processor contains its local de-
composed mesh and a global mesh. The global mesh consists of a co-
herent list of mesh data from each processor. The coherent list of the
global mesh is created and distributed only at the simulation start and
once upon each mesh update. This procedure reduces communication
steps but comes at the cost of high memory usage.
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• Collective inter-processor communication: Few large data packages
are distributed between all processors. Every processor gets process
data about all other processors using all-to-all communication with
OpenMPI based functions inherent to the OpenFOAM framework (gath-
erList/scatterList).

The LB-geoVoF method is programmed as an object-oriented OpenFOAM
class, which provides good reusability of the developed method. It can be eas-
ily transferred to other OpenFOAM solvers. The subsequent process steps of
the LB algorithm are presented in an abbreviated form to keep the focus of this
thesis on the explosion simulations and to display the LB method as a feature
improving the applicability of the CFD solver. A detailed description, includ-
ing the OpenFOAM-specific implementation, can be found in Appendix C.2
or the contributing work of Pathak [10].

The workflow of the LB algorithm is graphically presented in Figure 3.27. A
step-wise description of the LB-geoVoF schematic explains the functionality
of the LB-geoVoF algorithm:

1. The mesh is checked to determine whether it has been refined to ensure
the LB algorithm’s compatibility with AMR. If the mesh has changed, the
global mesh list is updated and distributed again between all processors.
Subsequently, surface area weights required for the NAG scheme evalu-
ation are calculated and cached as variables. Saving the cell surface data
allows an efficient calculation of the NAG scheme. The global mesh data
is only utilized by the LB-geoVoF operations.

2. The flame front orientation is estimated with the NAG gradient scheme
based on the volume fraction gradients ∇α. The operation is carried out
on all cells of the mesh.

3. The workload of each processor is equal to the number of flame front
cells in its local domain. The individual workloads are shared between all
processors. Considering a computational overhead for communication
δ, the total count of sent tasks L and the total count of received tasks R
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Figure 3.27: Workflow of the LB-geoVoF load-balancing algorithm.
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can be balanced in order to obtain the optimal workload Wopt per pro-
cessor. The balance reads

(1+δ) ·L(Wopt) = R(Wopt). (3.55)

A static communication overhead of δ = 0.1 is specified as suggested
by Jofre et al. [179]. The balance is solved with an iterative root-finding
method, i.e., bisection. Knowing the optimal workload Wopt, each pro-
cessor can evaluate its corresponding number of tasks to be sent or re-
ceived. Each processor can be classified as sending, receiving or isolated
by comparing its workload with the optimal value.

4. A sending and a receiving processor is assigned to each task. This in-
formation needs to be exchanged. According to the assignment, the
necessary process data for the geoVoF evaluation is arranged in an
OpenFOAM-specific nested list-type data structure. The nested list
structure combines all information in large data chunks. However, the
handling of the data structures is algorithmically complex. The process
data, which is necessary for the geoVoF evaluation, consists of the cell
index of the transmitted tasks, the α values, the NAG gradient of α and
the velocity vectors on the cell surfaces of the flame front cells. Detailed
information on the data structure can be found in Appendix C.2.

5. The process data is shared between all processors for reconstruction and
advection step evaluation. The all-to-all communication functions of
OpenFOAM are utilized to transmit large data packages efficiently.

6. If present, the processors execute self-owned tasks (reconstruction and
advection) first, followed by the received tasks. Necessary geometrical
data is obtained from the global mesh list in combination with the cell in-
dex of the transmitted task. The advected burnt volume fractions across
the cell surfaces β are finally evaluated.

7. The data field β is packaged as a nested list structure analogously to
the process data previously and distributed between all processors. Sub-
sequently, the flame-propagation transport equation of the flame front
tracking approach is solved by each processor on its local decomposed
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mesh with the updated β field in the advection term. Similarly, all follow-
ing geoVoF steps are carried out locally by each processor.

3.4.2.2 Speedup Validation of the LB-geoVoF Method on a Realistic Explosion Simulation

The present CFD solver is developed for FA and DDT explosion risk analysis
in real-world accident scenarios. The flame front tracking approach, includ-
ing the geoVoF method, has already been applied to the industrial-scale RUT
facility with convincing results in an earlier investigation [168]. Therefore, the
same industrial-scale obstructed explosion channel (62 m length and 420m3

volume) is also used for validating the LB algorithm. The reader is referred
to References [168, 180] for a detailed description of the RUT facility. FA with
subsequent DDT is simulated in a 30 vol.-% H2-air mixture with single-staged
AMR. Two-staged AMR could not be computed in a reasonable time with the
hardware resources available. The simulation was run with 64 processors.

The speedup is defined as the ratio of the overall computation times with
the non-load-balanced geoVoF and the load-balanced geoVoF method. Fig-
ure 3.28 shows the speedup as a function of the overall volumetric fuel con-
version in the channel. The speedup data resembles the cumulative evolution
of speedup over the simulation. With increasing volumetric fuel conversion,
the flame transitions from FA over DDT to a subsequent stable detonation.
During FA, the flame surface and, thus, the number of flame front cells in-
creases. On a macroscopic scope, the distortion of the flow streamlines due to
obstacles in the flame path cause the flame surface growth. On a microscopic
level, turbulent flame wrinkling contributes to the increased flame surface.
Only the macroscopic number of interface cells matters in terms of speedup.
As a result, the speedup continuously increases to a factor of 4.05 at an overall
conversion of 50 %. This illustrates the direct proportionality of the number of
flame front cells and the load imbalance.

The flame surface area decreases rapidly with the onset of DDT because the
fast self-ignition reaction smooths the flame front [5, 168]. Contrary to expec-
tation, the cumulative speedup does not drop after DDT occurs at about 50%
fuel conversion. It remains at around 4.0 until the fuel is completely burnt.
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Figure 3.28: Cumulative computational speedup over the integral volumetric fuel conversion
in the industrial-scale RUT facility (30 vol.-% H2 in air).

The detonation phase covers only a short period of the overall calculation time
due to the detonation’s high propagation velocity. Consequently, adverse tem-
porary speedup values during detonation only marginally affect the overall
speedup of the simulation run. Thereby, the LB-geoVoF method proves itself
as a very useful tool to increase the efficiency and applicability of the CFD
solver for DDT risk assessment.

Evaluating the speedup within increments of the overall fuel conversion al-
lows a more distinct identification of the different combustion regimes. This
incremental perspective of the speedup is presented in Figure 3.29. A ramp-
up of the speedup is apparent until the maximum of 6.49 is reached in the
interval of 20-25 %. The flame front surface increase during FA causes this, as
described earlier. The speedup remains at roughly 6 until the fuel conversion
increment 30-40 %. The speedup drops to 2.88 in the interval of 50-60 % fuel
conversion, as DDT leads to a rapid reduction of flame front cells. Due to the
limited influence of the reduced speedup during detonation on the cumula-
tive speedup, the LB-geoVoF method should be applied in all DDT simulations
without restriction. Nonetheless, the best speedup results are obtained with a
large number of flame front cells with simultaneous highly unequal distribu-
tion of the cells across the available processors. These conditions are valid for
an explosion scenario in a duct geometry with long deflagrative flame propa-
gation.
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Figure 3.29: Computational speedup of fuel conversion increments in the industrial-scale
RUT facility (30 vol.-% H2 in air).

Test simulations in the RUT facility with 64 processors indicated that higher
speedup values could be achieved at lower fuel concentrations. For example,
an overall speedup of almost 6 has been achieved within the first 20% of overall
fuel conversion for a mixture of 20 vol.-% H2 in air [10]. The higher speedup is
due to the larger flame surface required to obtain the necessary conditions for
DDT. The speedup is highly dependent on the investigated scenario. A more
generic validation, including a description of the fundamental LB-geoVoF per-
formance trends, is attached in Appendix C.3. In general, the application of
the LB-geoVoF method provides the potential to reduce computational time
noticeably. Therefore, the LB-geoVoF flame front tracking approach is recom-
mended as the flame-propagation transport equation for all large-scale DDT
simulations. The OpenFOAM class LB-geoVoF is not limited to combustion
simulations but can also be applied to multi-phase simulations when trans-
ferred to a corresponding OpenFOAM solver.
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In the following chapter, the validation of the CFD solver for DDT simulations
in stratified H2-CO-air mixtures is presented. In real-world accident scenarios,
the flame path is often obstructed. Therefore, the validation is carried out us-
ing experimental data from obstacle-laden explosion test rigs. The two main
objectives are:

• Quantitative verification of the presented methodology’s ability to cor-
rectly predict the onset of DDT, the flame trajectory and the thermody-
namic states in the detonation complex.

• Demonstration of the applicability to a wide range of accident scenarios.

The key validation parameter for comparing simulation and experimental
data is the observed propagation velocity of the flame front. Only macroscopic
quantities are suitable for validating the under-resolved simulation approach
because uncertainties on microscopic quantities like turbulent kinetic energy
are too high. The flame can be characterized as a fast deflagration or a de-
tonation based on the observed flame velocity profile. The drastic change in
flame velocity indicates the onset of DDT. Two DDT-related aspects relevant
for risk assessment are the location of DDT and the corresponding fuel con-
tent at which DDT is first encountered. Therefore, the fuel content and com-
position are varied over a wide range in the validation.

Real-world explosion accidents occur on various geometrical scales. There-
fore, the experimental data from the small-scale GraVent facility and the large-
scale semi-confined A1-vessel are used for validation. Depending on the ge-
ometrical scale of the test rig, the appropriate flame-propagation transport
equation must be selected (see Section 3.3.1.4). The volume reaction ap-
proach is applied in simulations of the GraVent facility experiments. The flame
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front tracking approach, including LB-geoVoF, is used in simulations of the A1-
vessel experiments. As both test rigs are obstructed explosion channels, the
obstacle configuration is varied in the validation. Inhomogeneous distribu-
tions of the fuel components often occur in real-world accidents. Hence, the
validation also includes the investigation of vertical H2-CO fuel concentration
gradients.

The small-scale GraVent explosion channel [11, 76, 80, 181] at the Chair of
Thermodynamics (TUM) provides the flexibility to investigate a wide range
of H2-CO-air mixture compositions as well as different obstacle configura-
tions. A vertical fuel concentration gradient can be created in the channel.
Thus, homogeneous and inhomogeneous fuel-air mixtures are investigated.
In addition, the rapid repeatability of the experiments is a significant benefit
of the small-scale test rig. Statistical significance of the experimental data can
be obtained by rerunning the experiments several times at each test condi-
tion [11, 80]. The processed experimental results consist of the repeated mea-
surements’ average and standard deviation.

The A1-vessel operated by ProScience GmbH and KIT [33, 34] is a medium to
large-scale test facility. Its explosion channel is a scale-up of the GraVent fa-
cility’s channel by a factor of 10 based on its cross-section dimensions. The
bottom and the back of the A1-vessel’s channel is open to the environment.
H2-CO-air explosion experiments were conducted to identify fuel contents
leading to the onset of effective FA and DDT [81]. Large-scale validation of
the CFD solver focuses on the fuel contents associated with the onset of DDT.
As in the GraVent facility, homogeneous and inhomogeneous mixtures were
experimentally investigated. A non-reflecting boundary condition, which is
native to the OpenFOAM framework, handles necessary relations at the open
venting surfaces of the channel in the simulation.

4.1 Simulation Initialization

The initialization of each simulation follows the same procedure, independent
of the geometry. Thus, it is only explained once in a general manner. Case-
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specific settings are discussed in Section 4.2 and 4.3 for the respective facility.

The initial temperature of the reacting and non-reacting mixture is specified
as 293.15 K. The initial pressure is 1.013 bar. The solver evaluates the multi-
component fresh gas composition from the two mixtures fractions fH and fC

according to the equations described in Section 3.3.2. For homogeneous mix-
tures, uniform fields of initial mixture mass fractions are patched onto the en-
tire mesh. In the case of inhomogeneous mixtures, profiles of the two mixture
fractions must be specified.

Initially, the gas mixture in the explosion channel is completely at rest. The
density-based solver architecture is designed for fast flames and causes sud-
den density changes to create pressure waves. This behavior is inaccurate at
low flow velocities. Therefore, the complex ignition process is simplified by
initializing an ignition kernel as entirely burnt (c =α= 1). The solver evaluates
the thermodynamic state of the burnt gas as adiabatic, isobaric combustion
itself. This procedure has proven more flexible and applicable than the previ-
ously applied procedure of statically assigning a fixed burnt state in the whole
ignition kernel [4, 146]. It is especially beneficial in cases with fuel concentra-
tion gradients. The ignition kernel should be sized accordingly to depict the
general shape of the expanding flame (cylinder, plane, or sphere). This avoids
the preference of a single propagation direction.. Enforcing c = α = 1 within
the ignition kernel at all times prevents problems caused by the gradient ap-
proach of the deflagration source term for kernel sizes of less than three cells.

In addition to mixture and ignition initialization, the turbulent kinetic energy
k and the specific dissipation rate ω must be given. The following set of equa-
tions allows the estimation of the required quantities as a function of the tur-
bulent Reynolds number ReT and the turbulent integral length scale lT:

u′ =ReTµ

lT
, (4.1)

k =3

2
u′2, (4.2)

ω= 1

0.09

p
k

lT
. (4.3)
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These equations are valid for fully developed turbulence [131]. In general, the
initialized ReT is kept low because the turbulence level at the beginning of the
simulation corresponds only to residual turbulence from fuel injection into
the test rig and weak flame-induced turbulence from the initial flame propa-
gation. The latter depends on the size of the ignition kernel.

Table 4.1 lists the turbulent Reynolds numbers and the turbulent lengths used
in the solver validation. Taking half of the injection nozzle’s hydraulic diameter
dh as an integral length scale ensures a consistent initialization for all investi-
gated geometries. The largest eddies of the initial turbulence generated during
the filling process relate to the nozzle diameter. dh of the open cross-section
at obstacles is much larger than that of the nozzles, leading to a larger integral
length. Consequently, the flow around the obstacles does not significantly af-
fect the initial turbulence intensity. A high proportionality factor between tur-
bulent and geometric length keeps the turbulence level low.

Table 4.1: Turbulent Reynolds numbers and turbulent length scales used for turbulence initi-
ation.

GraVent facility A1-vessel
homogeneous

A1-vessel
inhomogeneous

ReT 10 30 20
lT = 0.5dh 3.44 mm 3.75 mm 0.7 mm

All GraVent explosion simulations are initialized with a low level of turbu-
lence. In the A1-vessel channel, the ignition kernel is typically bigger due to
the coarse large-scale mesh. Thus, the already present flame-induced turbu-
lence becomes more influential at the start of the simulation. ReT is slightly
increased for the large-scale simulations.

Moreover, two different injection systems with varying nozzle diameters were
used for homogeneous and inhomogeneous experiments. For homogeneous
mixtures, the combustible gas is injected at the head plate and ignited once
the outflow composition at the end plate matches the desired value. On
the contrary, in the inhomogeneous experiments, evenly distributed nozzles
along the channel length and width simultaneously fill the entire channel
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from top to bottom [81]. Turbulence is assumed to be higher in the homo-
geneous case due to the established continuous flow before ignition.

4.2 Small-Scale GraVent Explosion Channel

The explosion channel of the GraVent facility [11, 80] is a 6.0m long rectan-
gular duct. The channel cross-section has a width of 300mm and a height of
60mm. It is obstructed on a 3.95m length followed by an obstacle-free section.
Different obstacles regarding the blockage ratio (BR) and the obstacle spacing
(S) can be installed. They are mounted on the ceiling and the bottom of the
channel covering the entire channel width. The label BRxxSxxx identifies the
obstacle configuration. The blockage ratio BR can be 30 or 60%, and the obsta-
cle spacing S is specified as 100 mm or 300 mm. A spark plug is placed in the
end plate adjacent to the obstructed section. The position of the first is 50mm
downstream of the spark plug head plate.

The data acquisition consists of pressure transducers and photodiodes. While
photodiodes track the flame front propagation, the pressure transducers mea-
sure the dynamic pressure history. Figure 4.1 illustrates the layout of the
GraVent explosion channel (top view). The data acquisition system remains
at the same location independent of the obstacle configuration.

x

y

Spark plug ignition

Photo diode Pressure transducer

Obstructed section Obstacle-free section

Obstacle

Figure 4.1: GraVent explosion channel including the positing of pressure transducers (green),
photodiodes (red) and spark plug ignition location (yellow) [adopted from [11]].

The flame dynamics were experimentally studied for varying fuel contents,
fuel compositions and obstacle configurations. In detail, fuel contents of 15,
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17.5, 20, 22.5, 25, 27.5, 30, 35 and 40 vol.-% with a composition of 100/0, 75/25
and 50/50 H2/CO have been tested. The experimental fuel injection proce-
dure can result in a possible derivation of ∆xf = ±0.5 vol.-% from the desired
fuel content. Measurements with homogeneous and inhomogeneous mix-
tures were conducted. In the case of inhomogeneous mixtures, the specified
fuel content resembles the average value over the channel height.

In the numerical investigation, approximately 150000 cells comprise the
GraVent explosion channel mesh for all configurations. All four possible ob-
stacle configurations BR30S100, BR30S300, BR60S100 and BR60S300 are stud-
ied. Using a two-level AMR during the simulations results in cell sizes of 2 mm
in refined regions. According to Ettner [8], mesh convergence is accomplished
in the GraVent simulation at a minimum cell size of 2 mm. The Courant num-
ber is given as COacc = 0.3. The c-based transport equation describes the
small-scale flame propagation. A hemisphere with a radius of 15 mm speci-
fies the ignition kernel at the spark plug location. Adiabatic, no-slip walls are
the wall boundaries of the fully confined geometry.

The validation primarily compares flame tip trajectory data. In the numerical
investigation, the most advanced flame tip position in the longitudinal chan-
nel direction is tracked over time. The flame tip velocity corresponding to the
flame tip’s axial position in the channel is derived from the time-position raw
data. The flame tip velocity profile allows a more straightforward classification
of the flame’s combustion regime than the time-position raw data.

The fixed cell center locations in the mesh give the time-position data of sim-
ulated flames a discretized nature, resulting in noisy velocity-position data.
Hence, a smoothing function is applied based on the rloess (robust local re-
gression using weighted linear least squares) method. Figure 4.2 shows the
impact of the rloess method’s span coefficient on the resulting flame tip veloc-
ity profile. While the flow acceleration through the open passage area at ob-
stacle locations is visible at lower span values, run-up distances and the DDT
location can be identified more clearly with the span of 0.1. Since the valida-
tion focuses on macroscopic parameters, precise identification is prioritized,
and the span is given as 0.1.
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Each explosion experiment was repeated three to five times under the same
conditions. The measured data has been combined into a single data array
with a local mean value and a standard deviation at each measurement posi-
tion along the channel.
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Figure 4.2: Impact of the rloess method’s span coefficient on the resulting flame velocity pro-
file of the simulations.

4.2.1 Homogeneous H2-CO-Air Mixtures

In this section, fuel contents of 17.5, 20.0 and 22.5 vol.-% in air are investi-
gated. This is based on the experimental identification of the most relevant
fuel content range for the onset of DDT in homogeneous H2-CO-air mixtures.
Fuel compositions are varied as well. The numerical analysis focuses on accu-
rately predicting the DDT location and the minimum fuel content necessary
for DDT to occur. First, simulations are run for each fuel content with all three
fuel compositions 100/0, 75/25 and 50/50 H2/CO in the fixed geometry con-
figuration BR30S100. Second, the ability to predict DDT accurately in all four
obstacle configurations is investigated at a constant fuel content of 22.5 vol.-%
of 75/25 H2/CO.
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4.2.1.1 Variation of fresh gas composition

Figure 4.3 shows flame tip velocities over the flame tip’s longitudinal position
in the explosion channel for various fresh gas compositions. The fuel content
varies in the images from left to right from 17.5 to 22.5 vol.-%. The fuel compo-
sition alters from top to bottom from 100/0 to 50/50 H2/CO mixtures. The ob-
stacle configuration is BR30S100. In all plots, horizontal lines for the speed of
sound of the combustion products apr and the stable detonation velocity DCJ

are added. The gray vertical line separates the obstructed from the obstacle-
free section of the channel.

Generally, the standard deviations of the measurements are small during the
FA phase, indicating a good consistency of the data. Once the maximum
speed of the deflagration apr is reached, the possibility of sudden auto-ignition
events grows. Large standard deviations in the obstructed section result from
these auto-ignition events. When large deviations occur in the velocity range
between apr and DCJ, two interpretations for a simulated DDT are possible:

• Spatial region of potential transition: A detonation is unambiguously
identified when the mean velocity in the measurements is close to DCJ

and the standard deviation is minimal. If the preceding spatial region
shows large standard deviations, DDT occurs at slightly different loca-
tions in the repeated experiments. Due to the stochastic nature of DDT
indicated by measurements, simulated DDT locations are considered
correct as long as they reside in this region.

• Temporary quasi-detonation: Sometimes, no detonation can be identi-
fied unambiguously in the measurements following the region of large
standard deviations. If so, a temporary quasi-detonation with velocities
between apr and DCJ or single auto-ignition events caused the high devi-
ations in the measurements. The flame decays to a fast deflagration after
some distance. A simulated DDT in the corresponding region is a conser-
vative estimate for risk assessment since it considers the pressure peaks
of the temporary auto-ignition events.
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Figure 4.3: Flame tip velocities of varied fuel compositions and fuel contents in the GraVent
explosion channel for the geometry configuration BR30S100.
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Stable detonations can be identified in the obstacle-free section for all mix-
tures with a fuel content xf ≥ 20.0 vol.-%. The CFD solver predicts DDT well
in these cases. After DDT, the detonation velocity remains slightly below DCJ

in the obstructed channel section for simulation results and measurements.
Studies by other researchers [33] confirm this observation. In contrast, the
propagation velocity of the detonation increases in the obstacle-free section.
Here, the detonation complex is no longer slowed down by reflected waves.

The DDT location is either met very closely by the simulation, i.e., 20.0 vol.-%
of 100/0 H2/CO, or well within the region of high standard deviations, i.e.,
20.0 vol.-% of 75/25 H2/CO. In the simulation, the velocity overshoot indicates
an over-driven detonation at the DDT. The over-driven detonation causes high
dynamic pressures. The simulations reproduce the experiments’ trend of ear-
lier DDT with increasing fuel content, independent of the fuel composition.
The DDT location shifts only slightly downstream with increasing CO content.

The flame velocity profiles of the simulations agree with the measurements in
the initial phase of FA, especially for cases with rapid acceleration and succes-
sive DDT. At a fuel content of 17.5 vol.-%, the measured flame velocity reaches
apr faster than in the simulation. While DDT occurs immediately after reach-
ing apr at higher fuel contents, at 17.5 vol.-% of fuel the flame front remains
at apr for an extended distance in the obstructed channel section. The choked
flame at apr can only further accelerate by auto-ignition combustion. It is not
triggered immediately because the interplay of reactivity and pressure waves
is insufficient at this fuel content. The simulation predicts the choked flame
velocity at maximum deflagration velocity apr until DDT occurs close to the
end of the obstructed section. The coupling of the reaction front and the shock
front only occurs if the volumetric heat release can keep up with the pressure
wave triggering auto-ignition. The newly implemented cell-size and mixture-
dependent scaling of the volumetric heat release function guarantees appro-
priate heat release rates.

At 17.5 vol.-%, large standard deviations and mean velocities between apr

and DCJ indicate auto-ignition events or quasi-detonations. Hence, the mix-
ture reactivity at 17.5 vol.-% of fuel is close to the necessary limit for a self-
sustaining detonation. Because mean velocities above apr and high deviations
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4.2 Small-Scale GraVent Explosion Channel

are present in the obstacle-free section, the simulated self-sustaining deto-
nation is considered a conservative estimate. The transition coincides with
regions of large standard deviations for all fuel compositions. This match is
more distinct for CO-containing fuels. However, the measured flame tip ve-
locities decay to fast flames with apr for all fuel compositions towards the end
plate of the channel. This trend can be seen particularly well for 17.5 vol.-% of
100/0 H2/CO. The simulated DDT with subsequent stable detonation is rea-
sonable for risk assessment simulations. The presence of auto-ignition events
with temporary velocities of quasi-detonations in the experiments affirms this
conservative perspective. At 15 vol.-%, the experiments show no sign of auto-
ignition events, and CFD simulations do not show DDT either.

Overall, simulated and measured velocity profiles agree well for varied fresh
gas compositions. The simulated velocity profiles remain within the deviation
of the experimental data over almost the entire channel length. Simulation
results can be considered a conservative estimate for gas compositions that
do not clearly indicate DDT.

4.2.1.2 Geometry Variation

Because the channel geometry significantly influences FA and DDT, the CFD
solver is validated against data obtained on various obstacle configurations.
All four possible GraVent explosion channel obstacle configurations are in-
vestigated. The fresh gas composition of 22.5 vol.-% fuel with 75/25 H2/CO
remains unchanged for the simulations. The previous validation of fresh gas
compositions demonstrated that this fuel content is sufficient to obtain DDT.

Heilbronn et al. presented an experimental study [80] concerning the geom-
etry influence on DDT at the GraVent facility. The obstacle configuration can
support or even suppress DDT. Generally, higher blockage ratios and shorter
obstacle spacings decrease the run-up distance to apr. At the same time, the
dimension of the open obstacle passage needs to be larger than a critical value
for a stable detonation to be sustained. Investigations of the critical dimen-
sions at different blockage ratios can be found in different studies [182–184].
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Figure 4.4 presents measured and simulated flame velocity profiles for all four
obstacle configurations. The BR60S100 configuration stands out because DDT
is effectively suppressed in the experiments by the combined effects of a high
blockage ratio and small obstacle spacing. The choked fast deflagration only
exhibits the propagation speed apr. The simulation is not capable of reproduc-
ing the suppressed DDT. The high blockage ratio promotes FA, which quickly
generates strong pressure waves. In the simulation, self-ignition initiates di-
rectly due to a sufficiently strong compression of the fresh gas. Compared to
the smaller blockage ratio of 30%, the velocity deficit of the detonation in the
obstructed section is more significant. Consequently, the flame speed increase
is larger when reflected shock waves no longer influence the detonation in the
obstacle-free section. However, the simulated flame speed profile is conserva-
tive because the mixture is sufficiently reactive for DDT.

The initial FA phase obtained from simulations agrees with the measurements
in all configurations. The obstacle locations are visible in the velocity profile
for 300 mm spacing from the temporary accelerations and decelerations. The
simulation results replicate the trend of a more rapid FA with higher blockage
ratios and smaller obstacle spacing. Altering the blockage ratio has a greater
effect on the results than changing the obstacle spacing.

Stable detonations can be identified in the obstacle-free section of all con-
figurations, apart from BR60S100. The simulation closely matches the DDT
location when the measurements clearly show a detonation with continuous
flame velocities at DCJ, i.e., BR60S300. While the experiments indicate a tran-
sition closer to the end of the obstructed channel section in the two BR30 con-
figurations, the DDT locations obtained by simulation are further upstream.
Still, they reside in regions of high standard deviation. This result is conser-
vatively correct since auto-ignition events or DDT occurred in some experi-
ments at the simulated DDT location.

A good agreement exists between simulated and measured velocity profiles
when the obstacle configuration is varied. In the case of the suppressed DDT
in scenario BR60S100, the simulation result’s conservative nature agrees with
the CFD solver’s risk assessment purpose.
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Figure 4.4: Variation of obstruction BR and obstacle spacing S in a 22.5 vol.-% fuel in air mix-
ture (75/25 H2/CO).

4.2.2 Stratified H2-CO-Air Mixtures

Since homogeneous mixtures are very unlikely in real-world accidents, verti-
cal concentration gradients of the H2-CO fuel is analyzed as a part of the solver
validation. The influence of vertical concentration gradients on the flame dy-
namics in H2-air mixtures has been investigated experimentally and numeri-
cally in the GraVent facility [167, 181, 185]. Experimental investigations of in-
homogeneous H2-CO-air mixtures were conducted recently [186].

The generation of vertical concentration gradients in the GraVent explosion
channel is primarily based on molecular diffusion. After the fuel injection is
finished, a homogeneous fuel layer is present underneath the channel ceiling
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as Figure 4.5 illustrates. During the waiting time tw, fuel diffuses towards the
bottom and a vertical fuel concentration gradient forms. Generally, the fuel
components must be considered separately due to the different molecular dif-
fusivity of H2 and CO. Because almost no convective mixing is present, the H2

and the CO fuel concentration gradient differ significantly in the GraVent ex-
plosion channel [186].

htwAir

Deflection plateH2-CO fuel injection

Obstacle

y

Fuel

Figure 4.5: Gradient formation in the GraVent facility’s explosion channel [adopted from [11]].

For simulation initialization, the correlation

xk(y)

xk
= 1+ Kk(tw)

0.9
tanh

(
C

yc

h

)
(4.4)

specifies the vertical distribution of the mole fractions xk over the channel
height y . It is normalized with the mean molar fraction over the channel
height xk . The distribution is a function of the vertical cell center position yc.
The vertical position yc is normalized with the channel height h. The constant
C is given as C ≈ 2.9444. The correlation is evaluated for each fuel compo-
nent k separately. The correlated parameter Kk(tw) determines the slope of the
concentration profile corresponding to the waiting time. It is derived from ex-
perimental and numerical investigations of the filling process [186]. Detailed
information on the derivation of Equation 4.4 as well as the coefficients Kk(tw)
are provided in Appendix B.1.

The effect of inhomogeneous fuel distributions on flame dynamics is investi-
gated on the two geometry configurations BR60S300 and BR30S100. The same
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4.2 Small-Scale GraVent Explosion Channel

mean fuel composition of 75/25 H2/CO is used for all simulations. The mean
fuel content is varied between 17.5, 20.0 and 22.5 vol.-%. The slope of the ver-
tical fuel concentration gradient depends on the waiting time. It is steeper at
shorter waiting times. A minimum waiting time is necessary to allow sufficient
time for the diffusion process to form a smooth vertical concentration gradi-
ent over the channel height. The data obtained from ignition after a minimum
waiting time of 3 s is used in the validation.

Figure 4.6 compares the simulated flame tip velocity with the experimental
data. For comparison, plots of the corresponding homogeneous mixture have
been added to Figure 4.6. However, the discussion focuses on inhomogeneous
mixtures. All simulation results with inhomogeneous mixtures closely meet
the measured run-up distances to apr. Compared to the homogeneous mix-
ture results, stable detonations cannot be identified clearly in the obstacle-
free section for any inhomogeneous experiments. However, the solver pre-
dicts stable detonations in the unobstructed channel section for all simulated
cases. Regions with auto-ignition events with velocities close to DCJ exist in
the obstructed channel section. Because the mixture’s reactivity appears high
enough for local quasi-detonations, the simulated onset of DDT can be con-
sidered a conservative estimate for risk assessment. Once a stable detonation
forms in the most reactive leading flame front tip under the ceiling, it does
not decouple and decay to a fast deflagration in the obstacle-free section. In
the BR30S100 configuration, the simulated onset of DDT is located further up-
stream in the inhomogeneous mixture than in the homogeneous mixture due
to a more reactive mixture at the leading flame tip under the ceiling.

The higher blockage ratio of 60 % causes a shorter run-up distance to apr due
to increased turbulence production and a more elongated flame shape [4].
The likelihood of auto-ignitions and quasi-detonations is not enhanced in the
obstructed section. More minor standard deviations indicate that trend for the
BR60S300 compared to the BR30S100 configuration. The leading flame tip, lo-
cated in the most reactive layer of the inhomogeneous mixture, propagates
underneath the ceiling for most lean average fuel contents. It is assumed that
the inhomogeneous mixture’s most reactive layer determines the likelihood
of FA and DDT. Hence, corresponding empirical FA and DDT criteria for inho-
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Figure 4.6: Flame tip velocities of homogeneous and inhomogeneous 75/25 H2/CO fuel-air
mixture for BR30S100 and BR60S300 obstacle configurations (waiting time 3s).
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mogeneous mixtures are based on the fuel content of the leading flame tip (see
Section 2.2.4 and Section 2.4.2). This concept for empirical criteria was tested
in small-scale experiments with inhomogeneous H2-air mixtures [36, 76, 181].
The reduced likelihood of auto-ignitions in the BR60S300 compared to the
BR30S100 configuration can have two reasons:

• Larger obstacles at a BR60 blockage ratio of 60 % disrupt the most reactive
layer more drastically. The flame front must pass fuel layers with lower
fuel content at each obstacle, reducing the local reaction rate.

• The expansion of the burnt gas generates the strongest pressure waves
at the leading flame tip in the most reactive mixture layer. Stronger ob-
struction of the layer causes an intensified push-back of the flame from
reflected waves.

Consequently, the flame sustains the maximum deflagrative propagation
speed apr for a longer distance in BR60S300. This it particularly visible for the
average fuel fractions x f = 17.5 and x f = 20.0 vol.-%. The simulation captures
the sustained flame propagation at apr. For x f = 20.0 vol.-%, the predicted
transition takes place once the measurement shows auto-ignition events. The
simulated stable detonation is a conservative estimate. In the case of x f =
17.5 vol.-%, transition takes place once the flame enters the obstacle-free sec-
tion. Because the measured flame profile displays no velocities close to DCJ

over the entire channel length, the simulated behavior is contradictory to the
respective experimental findings.

4.3 Large-Scale Semi-Confined A1-Vessel

As the solver development aims at an industrial application for risk assess-
ment of FA and DDT, the CFD solver is additionally validated on large-scale ge-
ometries. Unlike H2-air mixtures in the RUT facility [180], H2-CO-air mixtures
have yet to be investigated on the industrial scale. Recently, H2-CO-air explo-
sion experiments have been conducted in the medium to large-scale semi-
confined A1-vessel. The large-scale DDT simulation validation employs the
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measured flame tip velocity data. As the A1-vessel comprises a semi-confined
explosion channel, the validation extends the CFD solver’s applicability to ac-
cidents involving a semi-confined flame enclosure.

Homogeneous and inhomogeneous mixtures have been experimentally stud-
ied in the A1-vessel to identify the minimum fuel content at which FA and
DDT are first encountered [81]. The A1-vessel is a tank enclosing the actual
explosion channel. The channel has a length of 9 meters, a width of 3 me-
ters and a height of 600 mm [33, 34]. The bottom and back of the explosion
channel are open to reduce pressure loads on the channel structure during
explosion experiments. The loss of mass and momentum caused by pressure
waves leaving the channel damps the FA feedback mechanism. The channel
is repeatedly obstructed by obstacles with a 50 % blockage ratio of the cross-
section. The obstacles consist of several 60 mm high wooden beams with an
even distribution over the channel height. In the longitudinal direction, the
obstacles are spaced 600 mm apart. The ignition source is a tube filled with a
combustible auxiliary gas located in the corner between the ceiling and the
head plate. The mixture is ignited by a spark plug. The burning gas exits the
tube through holes facing the corner, igniting the H2-CO-air mixture.

Figure 4.7 depicts the computational mesh. It comprises roughly 1 mil-
lion uniform hexahedral cells with the dimensions 40x30x30 mm (LxWxH).
Industrial-scale simulations of the RUT facility [168] or the containment of a
nuclear Konvoi type reactor [128] used equivalent cell sizes. Hence, the A1-
vessel is well suited for validation on large scales. In the simulation, the ig-
nition kernel is given as a cylinder, which spans the whole channel width,
with a radius of 85 mm positioned in the upper corner at the head plate. The
flame front tracking approach with the LB-geoVoF method is applied for the
flame-propagation transport equation. Although two-staged AMR is generally
advised, only single-staged AMR is applied, as HPC resources have not been
available. Only computing systems with a maximum of 64 processors were
available. The overall computation times with single-staged AMR remain be-
low two days for all simulated cases.

As a consequence of the partially-open sides of the explosion channel, the
simulation case setup must account for two additional aspects :
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• Combustible gas can be convected in flame propagation direction un-
derneath the bottom obstacles by the induced flow in the fresh gas.

• Boundary conditions (BC) handle the in- and outflow conditions on the
open surfaces of the mesh for the variables transported by the solver.
Pressure waves, which accompany fast deflagrations and detonations,
must be able to exit the computational domain without any reflections
due to the BC.

waveTransmissiv boundary conditio
n

Expansion box

Explosion channel

Backside

Figure 4.7: Mesh geometry of the A1-vessel explosion channel, including an additional
meshed box below the channel. Open surfaces with an assigned waveTransmis-
sive boundary condition are colored yellow (different grades of yellow only for a
better 3D perspective).

First, the contribution of the combustion of the flammable gas cloud below
the bottom obstacle to FA must be considered. Because the impact cannot be
modeled easily in a BC, the computational mesh must be extended below the
channel to include the described effect on FA. Figure 4.7 shows an extension
of the mesh below the explosion channel denoted as an expansion box. The
box is 600 mm high and protrudes five cells over the channel bounds to each
side but the backside. The dimensions of the expansion box are large enough
to ensure that no positive feedback on the FA is neglected.
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Second, the BC on open surfaces of the mesh needs to ensure that no reflec-
tion of a pressure wave remains inside when it exits the domain. Therefore, the
waveTransmissive BC, a native OpenFOAM implementation, is specified for
pressure and velocity on the expansion box’s bottom, sides and backside. The
corresponding surfaces are highlighted yellow in Figure 4.7. The BC requires a
far-field state (pinf = 1.013bar and uinf = 0 m

s ) located in a far-field distance linf

from the BC surface. The pressure and velocity value on a boundary face re-
laxes towards this state over the distance linf. When a vast distance is specified,
pressure waves can exit the domain with minimal reflection. The method does
not provide the most accuracy but is favorable due to its robustness [1,187]. It
allows correctly conditioned inflow. Appendix D provides more details on the
BC’s functionality and its density-based implementation.

A generic 3D simulation with an open bottom side is used to check the plau-
sibility of the results obtained with the waveTransmissive BC. Figure 4.8 illus-
trates a time sequence of 2D pressure contours shortly after ignition. In the
density-based solver architecture, a change in the flame front velocity induces
low-amplitude pressure waves. Figure 4.8 shows that the initial wave due to
the initial movement of the ignition kernel leaves the domain on the bottom
side without a significant reflection in the normal direction to the boundary.
The pressure remains unchanged (center at t = 35µs). The overall pressure
level decreases due to spherical wave propagation. Two pressure peaks ap-
pear, which propagate to the sides parallel to the bottom. Because the wave-
Transmissive BC is strictly only valid for 1D flows, a weak residual reflection
remains in 3D. In the case of the A1-vessel simulations, the expansion box was

t = 15µs

t = 35µs

t = 55µs

Figure 4.8: Time sequence of a 2D pressure contour of a generic 3D simulation with wave-
Transmissive BC on the bottom.

138



4.3 Large-Scale Semi-Confined A1-Vessel

created large enough that no feedback from the residual waves on the bottom
boundary to the flame is to be expected. In the A1-vessel simulation, the wave
reflections eventually exit the computational domain in normal direction to
the waveTransmissive BC on the sides of the expansion box.

4.3.1 Homogeneous Semi-Confined H2-CO-Air Mixtures

Minimum fuel contents required for effective FA and DDT depend on the
confining geometry. In the A1-vessel, they have been experimentally deter-
mined for homogeneous mixtures with the fuel compositions 50/50, 75/25
and 100/0 H2/CO [33, 81]. For the three fuel compositions, simulations in the
semi-confined A1-vessel explosion channel are conducted with the minimum
fuel content for DDT. The simulated flame tip velocity is compared to the ex-
perimental data in Figure 4.9. The fuel content of each fuel composition is
indicated next to the corresponding plot. It should be mentioned that DDT
has been experimentally identified at 21 vol.-% of 100/0 H2/CO fuel in air, but
corresponding data was not available to the author. The mixture of 22 vol.-%
of 100/0 H2/CO fuel in air has been simulated instead.

The measurement instrumentation in the A1-vessel consists of ionization
probes and pressure transducers. Three velocity profiles are obtained from
measurement data. Each profile refers to measurement locations at a differ-
ent lateral channel position along the longitudinal channel direction. The lat-
eral positions are y =−1.2m, y = 0m and y = 1.2m. The position 0 m denotes
the center line. The previously described procedure for tracking the flame tip
position in the longitudinal direction during simulation remains in use.

The speed of sound of the reactants are is the minimum velocity required for
the characterization as a fast deflagration. Simulated and measured velocity
profiles show long run-up distances to are, indicating that FA to fast defla-
grations is less pronounced in the semi-confined channel than in the fully-
confined GraVent channel. For all investigated fuel compositions, the maxi-
mum velocity of fast deflagrations apr is reached only in the second half of
the channel. Mass and momentum losses over the channel’s open surfaces
yield slower FA. As long as the three measured profiles show similar behavior,
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Figure 4.9: Simulated flame tip velocity profiles of homogeneous 50/50, 75/25 and 100/0
H2/CO fuels compared to experimental data for the minimum fuel content nec-
essary for DDT.

they can be considered a tolerance range for the simulation validation. Even
though the simulation overpredicts flame velocities in the initial phase after
ignition, the simulated flame speed remains within the deviation of the three
experimental profiles in the subsequent acceleration phase for all mixtures.
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The measured flame velocity profiles are obtained from single-shot experi-
ments. However, the study in the GraVent facility showed that DDT occurs in
the obstructed channel within a tolerance region for repeated experiments
under the same conditions. Hence, reasonable deviations of simulated DDT
locations from measured ones are acceptable for the solver validation in the
A1-vessel. The simulation captures the DDT location with a reasonable de-
viation of less than half a meter for all fuel compositions. The predicted ve-
locity curves do not overshoot at DDT but stay close to the experimental pro-
files. The simulation reproduces the subsequent quasi-detonation in the mea-
surement, which is typical for obstructed channels. The flame velocity of the
quasi-detonation is between apr and DCJ. Compared to a fully-confined ge-
ometry, the velocity deficit between the quasi-detonation’s velocity and DCJ is
larger due to mass and momentum losses at the open channel surfaces. The
good agreement between simulated and measured DDT locations in the semi-
confined A1-vessel geometry proves two aspects:

• The CFD solver predicts DDT within an acceptable tolerance on large-
scale geometries with coarse meshes for homogeneous H2-CO-air mix-
tures.

• FA and DDT simulations in semi-confined geometries are possible with
the developed CFD solver by slightly extending the computational mesh
to the surrounding of the channel and using OpenFOAM’s waveTrans-
missive BC.

4.3.2 Inhomogeneous Semi-Confined H2-CO-Air Mixtures

The validation of the CFD solver also covers vertical fuel concentration gra-
dients in the semi-confined A1-vessel’s explosion channel. Simulations are
conducted with the minimum fuel contents necessary for FA to fast defla-
grations and DDT. The flame velocity of are characterizes FA to a fast defla-
gration. The corresponding simulation aims to identify possible limitations of
the solver’s FA prediction ability under the challenging semi-confined condi-
tions with vertical concentration gradient. Experimental and numerical flame

141



Validation and Verification

velocities obtained with a 75/25 H2/CO fuel composition are compared.

In the A1-vessel, vertical concentration gradients are generated based on
convective transport. The fuel mixture is injected with high-momentum jets
against the ceiling. After flow deflection, a fuel concentration gradient forms
due to the momentum decline towards the channel bottom. The fuel compo-
sition is assumed to remain uniform across the entire channel height [81]. The
fuel concentration gradient is initialized during the case setup of the simula-
tion using 2D interpolation tables with the cell center’s vertical position y and
the maximum fuel content xf,max underneath the ceiling as input variables.
Based on measurements, different tables were derived for varying fuel com-
positions (see Appendix B.2). The vertical concentration gradient only covers
the explosion channel height. Pure air fills the expansion box.

In Figure 4.10, numerically and experimentally obtained flame tip velocity
profiles are compared for fuel concentration gradients with the maximum fuel
content of xf,max = 22 vol.-% and xf,max = 27 vol.-%. For xf,max = 22 vol.-%, the
experimental data displays FA to a fast deflagration. The flame tip velocity ex-
ceeds are, but it does not reach apr. Hence, the mixture reactivity is insufficient
to obtain a thermally choked flame. The flame propagates as a slow flame in
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Figure 4.10: Simulated and measured flame tip velocity profiles from fuel concentration gra-
dients with the maximum fuel content of xf,max = 22 vol.-% and of xf,max =
27 vol.-% (75/25 H2/CO).

142



4.3 Large-Scale Semi-Confined A1-Vessel

the first channel half. While the simulation captures the initially slow flame
velocity, it misses the measured FA to are in the second channel half.

Significant deviations at slow velocities evolve from the density-based archi-
tecture combined with weaker velocity gradients on the under-resolved mesh,
i.e., turbulence production. Hence, uncertainties in simulation results are
high when the flame velocities are low. These inaccuracies add up continu-
ously along the transient simulation when the flame propagates as slow defla-
gration (<200 m/s) over a long distance. The prediction of FA to fast deflagra-
tions might not be possible due to the long propagation as slow deflagration.
Two-stage AMR could improve the prediction of local turbulence production.
However, due to the solver-architecture-related origin of the uncertainties, it
is unclear whether FA would be predicted accurately on a finer mesh. Software
incompatibility of the applied outdated OpenFOAM version with the operat-
ing system of available HPC resources at TUM prohibited using two-staged
AMR with reasonable computation times in the present validation. As a result,
it can be stated that applying the CFD solver to scenarios with FA to the lower
velocity limit of fast deflagrations are is unreliable.

The simulated flame velocity profile for xf,max = 27 vol.-% shows quick accel-
eration close to are within the first meters due to a higher mixture reactivity in
Figure 4.10. Like the experimental data, the simulation results show a sudden
DDT followed by a subsequent quasi-detonation. The flame velocity jumps
from around are to the quasi-detonation’s velocity between apr and DCJ in the
experiment and the simulation alike. The simulated DDT location deviates
from the experimental finding by less than half a meter. The interaction of the
detonation complex with obstacles combined with the mass and momentum
losses in the semi-confined geometry causes the noticeable velocity deficit to
DCJ in the quasi-detonation. Simulated values and trends of the flame velocity
profile agree well with measured ones in the quasi-detonation regime.

For xf,max = 27 vol.-%, Figure 4.11 displays simulated 2D contour plots of the
fuel mole fraction xf and the pressure p. An iso-surface colored magenta in-
dicates the flame front position. The 2D cutting plane is positioned off-center
to capture the DDT location later. Figure 4.12 demonstrates the lateral posi-
tioning of the plane. The plots are taken during FA at the time t = 28.732 ms,
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which corresponds to the flame tip position of 5.1 m in Figure 4.10.

t = 28.732 ms

t = 28.732 ms

0.0 m 1.2 m 2.4 m 3.6 m 4.8 m 6.0 m 7.2 m 9.0 m

Figure 4.11: 2D contour plots of fuel mole fraction and pressure of a fast deflagration in
an inhomogeneous 75/25 H2/CO mixture with maximum fuel fraction xf,max =
27 vol.-% including a flame front iso-surface with c = 0.5 highlighted in magenta.

The fuel mole fraction contour plot shows that fresh combustible gas is con-
vected downstream due to the induced flow. Combustible gas clouds pass the
obstacles below the bottom obstacle. The flame front burns these gas clouds
contributing to the FA of the flame tip. This underlines the need for an ex-
tended computational mesh beyond the bounds of the explosion channel. At
flame velocities of apr or higher, the flame propagates too fast for the fresh gas
convection to produce combustible gas clouds below the bottom obstacle that
contribute to FA of the flame tip.

A fast flame is present at t = 28.732 ms. Hence, Figure 4.11 depicts several
re- or deflected pressure waves in the pressure contour plot. The grid-like ar-
rangement of the obstacles intensifies the reflection and deflection of pressure
waves emitted from the flame front. The presented time step is short before
DDT occurs. The interaction of several reflected waves can create a sufficiently
strong preconditioning of the gas to trigger DDT either in the flame vicinity or
by shock-focusing (see Section 2.4.1). The pressure peak, visible at 4.8 m in the
most reactive mixture layer underneath the ceiling, results from the described
positive pressure wave interaction.
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4.3 Large-Scale Semi-Confined A1-Vessel

Figure 4.12 visualizes the detonation front propagation in a time sequence of
pressure contours following DDT. Contrary to Figure 4.11, peak pressures in-
crease to roughly 19 bar, which relates to the shock wave leading the detona-
tion complex. In the top-view pressure contour plot underneath the ceiling, it
is visible at t = 29.729 ms that the detonation initially propagates spherically.
The DDT occurred between the obstacles at 4.8 m and 5.4 m in the most re-
active mixture layer underneath the ceiling. Hence, DDT probably originated
as a weak transition solution in the flame vicinity instead of shock-focusing at
obstacles.

Visualized
plane

0.0 m 1.2 m 2.4 m 3.6 m 4.8 m 6.0 m 7.2 m 9.0 m

t = 29.942 ms

4.8 m 6.0 m3.6 m

t = 29.729 ms

t = 30.330 ms

t = 30.146 ms

4.8 m 6.0 m3.6 m

t = 29.729 ms

Figure 4.12: Time sequence of 2D pressure contour plots during DDT and detonation propa-
gation in an inhomogeneous 75/25 H2/CO mixture with maximum fuel fraction
xf,max = 27 vol.-% including a flame front iso-surface with c = 0.5 highlighted in
magenta.
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The time sequence of the contour plots in the cutting plane, presented in Fig-
ure 4.12, confirms the initial spherical propagation of the quasi-detonation
following DDT. However, the pressure shock intensity decreases over time to-
wards the channel bottom as the detonation propagates through less reactive
mixture layers. The pressure wave decouples from the reaction front below the
bottom obstacle at t = 30.146 ms. The lower local mixture reactivity reduces
the heat release rate significantly, and the reaction front can no longer follow
the shock front. The independently propagating pressure shock has a notice-
ably lower intensity. The newly introduced cell-size and mixture-dependent
scaling of the detonation source term allows the solver to capture the decou-
pling of the detonation complex. At the time step t = 30.330 ms, the reaction
front and the shock wave couple again in the region between 4.2 m and 4.8 m
below the explosion channel forming a stable detonation. Convective trans-
port of combustible gas led to a sufficiently reactive mixture there.

The mixture layers with different reactivity over the channel height result in
varying detonation propagation velocities. Beginning from t = 29.942 ms, a
curved shape of the macroscopic detonation front forms in the longitudinal
propagation direction towards the explosion channel’s end. The fastest deto-
nation front remains in the mixture layer underneath the ceiling at all pre-
sented times. The scaling methodology of the volumetric source term guar-
antees the proper heat release rate, corresponding to the different reactivity
in the vertical mixture layers (see Section 3.3.4). The simulation predicts the
quasi-detonation’s velocity with good accuracy, as indicated in Figure 4.10.

Overall, the validation with inhomogeneous mixtures proves that the solver
can quantitatively predict FA, DDT and subsequent detonation propagation.
Hence, the CFD solver can be applied for risk analysis in large-scale semi-
confined geometries.
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5 Summary and Outlook

5.1 Summary

The present thesis introduced an efficient multi-scale CFD framework for FA
and DDT simulation in stratified H2-CO-air mixtures for risk assessment of
real-world accident scenarios. The development was based on the previous
H2-air explosion simulations of Ettner [8] and Hasslberger [4]. The presented
solver development pursued three main objectives:

• The flame propagation simulation methodology was extended and ad-
justed to H2-CO-air mixtures.

• The computational efficiency of the solver was improved, allowing pa-
rameter studies in the risk analysis.

• The solver was designed to be applicable to inhomogeneous multi-
component fuel distributions and partially confined structures of differ-
ent geometrical scales.

Depending on the geometrical scale of the accident scenario, the appropri-
ate flame-propagation transport equation is selected in the multi-scale ap-
plicable framework. Due to its computational efficiency, the volume reaction
approach (c transport equation) is used for small-scale geometries. The flame
front tracking approach, including the geoVoF method (α transport equation),
is applied to large-scale scenarios due to its low numerical dissipation on
coarse meshes. For both flame-propagation transport equations, the source
terms for deflagrations and detonations are modeled individually. While the
deflagration source term employs a turbulent flame speed closure model, the
detonation is modeled as a two-step mechanism consisting of a detonation
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criterion and a heat release step. The introduction of H2-CO fuels required
the adjustment of the source term models compared to the previously investi-
gated H2 fuels. The achieved developments are summarized in the following:

• By considering the von Neumann pressure and temperature via interpo-
lations tables for evaluating the burnt gas composition of detonations,
the correct heat release for the detonation complex is guaranteed. This
improves the accuracy of predicting the stable detonation velocity DCJ.

• A virtual non-reacting mixture was introduced to track the material prop-
erties and the thermodynamic state, which are only affected by the com-
pression. In contrast to previous implementations, shock relations are
considered in the fresh gas. However, the deficit remains that shock-
related change in the thermodynamic state cannot be reproduced inside
the reaction zone. The non-reacting thermodynamic state influences FA
via the deflagration source term.

• The necessary input variables to the turbulent flame speed closure model
are provided for the simulation of H2-CO-air mixtures. An interpolation
table for unstretched laminar flame speeds at reference conditions SL,0

was generated, which can be evaluated for any compositions of H2-CO-
air. Using interpolation tables is computationally more efficient than
complex correlations for multi-component fuels. A new correlation was
derived for the effective Lewis number Leeff.

• The investigation of turbulent flame quenching demonstrated that the
impact of quenching does not change significantly when H2 is partially
substituted with CO. Because the previously applied relation to calculate
the decisive critical velocity gradient gcr of the quenching model incor-
rectly predicts lower limits when CO is added, critical velocity gradients
gcr are computed from 1D simulations with detailed chemistry and tab-
ulated for the simulations.

• The implementation of a scaling method for the volumetric source term
maintains correct detonation velocities DCJ independent of the mesh and
mixture composition. The scaled volumetric source term combines the
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advantage of a compact detonation front from the previously introduced
detonation source term relation with consistent propagation velocities
due to the scaling method for the under-resolved simulation approach.

• The introduction of a load-balancing algorithm for the computation-
ally intensive geoVoF method (LB-geoVoF) provides a computational
speedup of four for industry-scale DDT accident scenarios.

The simulation results were validated against experimental data from small-
scale and large-scale facilities. Fuel content, fuel composition and obstacle
configuration were varied in the validation. Moreover, the investigation covers
fully and semi-confined structures with homogeneous and inhomogeneous
fuel distributions. The outcome of the validation is as follows:

• The thermodynamic states of the detonation complex with respect to the
ZND theory were represented quantitatively correctly in the validation,
despite its non-physical spatial dimension in the under-resolved simu-
lation approach. Capturing the von Neumann pressure peak is essential
for risk assessment studies.

• Prediction of the DDT location and the flame velocity profiles agreed with
the small-scale experiments in the GraVent facility for homogeneous H2-
CO-air mixtures of all three investigated fuel compositions 50/50, 75/25
and 100/0 H2/CO.

• Apart from effectively suppressing detonation in the BR60S100 configu-
ration, the simulation shows accurate DDT prediction when the obstacle
configuration, i.e., blockage ratio and obstacle spacing, was varied.

• The simulation reproduces the experimentally found quasi-detonations
in the presence of vertical concentration gradients in the GraVent chan-
nel. However, the quasi-detonations did not decay to fast flames in
the obstacle-free channel section. This trend is adequate for a risk-
assessment tool.

• The simulations capture the propagation of thermally choked fast de-
flagrations with flame tip velocities of the speed of sound of the com-
bustion products apr. The newly implemented scaling of the detonation
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source term correctly adjusts the heat release rate. Hence, the reaction
front does not necessarily couple with any shock wave once the speed of
sound of the combustion products apr is reached and DDT is delayed.

• Utilization of the waveTransmissive BC on open mesh boundaries is suf-
ficiently accurate for explosion simulations with strong shock waves.

• The simulation of different homogeneous and inhomogeneous mixture
compositions in the large-scale semi-confined A1-vessel achieved a reli-
able prediction of the DDT location.

• In the semi-confined A1-vessel explosion channel, simulations did not
reproduce FA to the lower velocity limit of fast deflagrations, i.e., the
speed of sound of reactants are. Uncertainties in the computation of
the long-lasting slow deflagration before FA are high due to the solver’s
density-based architecture.

The generally reliable simulation of DDT in various geometrical configura-
tions and mixture compositions allows the application of the efficient multi-
scale CFD framework to DDT risk analysis in stratified H2-CO-air mixtures.

5.2 Outlook

The presented development is a fundamental step towards a generally appli-
cable risk analysis tool for H2-CO-air combustion accidents. While two differ-
ent approaches for the flame-propagation transport equation have been ap-
plied in the present study to handle the disparity of the dimensional scales in
accident scenarios, future projects could introduce a dynamic link between
the two transport equations instead of a static selection. A seamless multi-
scale framework can be created that takes advantage of each approach. The
dynamic switching can be based on the ratio of turbulent flame thickness and
cell size. Methods to transfer the burnt volume fraction α field to the reaction
progress variable c field and reverse are already existent in the present CFD
solver, i.e., coupling of the fields in the flame front tracking approach (see Sec-
tion 3.3.1.3) and the interface reconstruction of geoVoF (see Appendix C.1.1).
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In order to minimize the potential uncertainty from user-defined input vari-
ables, the weighting coefficient w in the field coupling of the flame front
tracking approach should be modeled based on a physical principle. A geo-
metrically correct reconstruction of the flame brush thickness is very com-
plex. Therefore, a distribution-based approach is suggested depending on the
flame front’s position inside the interface cell. Again, the relevant parameter
is the ratio of the turbulent flame thickness and the local cell size.

The validation revealed two deficits of the DDT solver. First, the shock wave
and reaction front of the detonation complex are linked by the detonation cri-
terion of the simulation. Improvement of the coupling and decoupling mech-
anism of the shock wave and the reaction front can be obtained by explic-
itly tracking the von Neumann thermodynamic state within the reaction front
during simulation. It can be achieved through the virtual non-reacting mix-
ture. The non-reacting temperature must capture the compression by the
shock wave. In that case, the burnt gas composition and the ignition delay
time evaluation can directly utilize the non-reacting temperature.

Second, advancing the explosion modeling strategy towards an all-speed CFD
solver requires that the solver captures FA to fast deflagrations at the speed
of sound of reactants are. A hybrid pressure-density-based solver architec-
ture could be used for that purpose. Static switching between solvers with a
density-based and a pressure-based architecture has already led to good re-
sults for the simulation of FA in low turbulence tube geometries [146, 188].
However, it is preferable that a single framework covers all speeds similar to
the FA and DDT prediction in the presented CFD solver for H2-CO-air mix-
tures. Currently, efforts in this regard are underway [62, 189].

A migration of the CFD solver to an up-to-date version of OpenFOAM is a
highly desirable step in the future. This way, HPC resources would be acces-
sible to test the load-balancing algorithm to its full extent. More importantly,
the applicability of the DDT solver on stratified H2-CO-air mixtures could be
demonstrated on industry-scale geometries like the containment of a Konvoi-
type nuclear power plant.
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A H2-CO-Air Reaction System Related
Coefficients and Parameters

Table A.1: Sutherland coefficients for the H2-CO-air reaction system.

Species Structural
formula

Sutherland
coefficient Ak,S

Sutherland
temperature Tk,S

Nitrogen N2 1.552947e-06 131.0066
Hydrogen radical H 9.194141e-07 250.1646

Hydrogen H2 7.191146e-07 90.2689
Oxygen radical O 2.106963e-06 141.6835

Oxygen O2 1.859288e-06 200.5056
Hydroxide radical OH 2.172291e-06 141.6610

Water H2O 2.218064e-06 896.0192
Hydroper-

oxyl radical
HO2 1.831227e-06 140.5622

Hydrogen peroxide H2O2 1.946452e-06 231.5127
Formyl radical HCO 1.339667e-06 330.2381

Carbon monoxide CO 1.566857e-06 180.8260
Carbon dioxide CO2 1.707006e-06 311.0412
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Table A.2: Schmidt numbers Sck of species k in the H2-CO-air reaction system according to
Li et al. [14] at reference conditions.

k Sck

N2 0.7427
H2O 0.7075
H 0.1318
HO2 0.7718
H2 0.2021
H2O2 0.7772
O 0.4924
HCO 1.0178
O2 0.7866
CO 0.7698
OH 0.5019
CO2 1.0161
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B Initialization of Vertical Fuel
Concentration Gradients

B.1 GraVent-Facility

The generation of the vertical concentration gradients of H2-CO-air mixtures
was investigated numerically and experimentally [186]. A numerical model
verified with experiments was developed for the filling process of the explo-
sion channel of the GraVent facility. From the filling simulation results, cor-
relations were derived to describe the vertical fuel distribution based on the
tanh-function. The function

xk(y)

xk
= 1+ Kk(tw)

0.9
tanh

(
C

yc

h

)
(B.1)

denotes a normalized vertical distribution of the molar fractions x. The verti-
cal distribution is normalized with the mean molar fraction over the channel
height xk . The mole fractions are evaluated as a function of the vertical posi-
tion of each cell center yc normalized by the channel height h. With the scaling
factor C ≈ 2.9444, the tanh-expression tanh

(
C yc

h

)
becomes a self-similar func-

tion on the interval of [-0.9;0.9]. Division by 0.9 scales the self-similar tanh-
function to unity. The correlated parameter Kk(tw) is a function of the waiting
time. It specifies the slope of the concentration profile corresponding to the
waiting time. The filling simulations for fuels of equivalence ratiosφ= 0.5 and
φ = 1 with fuel compositions 25/75, 50/50, 75/25 and 100/0 H2/CO are used
as data base for the empirical correlation of Kk(tw). The equations are solved
for fuel components k, i.e., H2 and CO, respectively.

The correlation B.2 determines the prefactor Kk,φ of the fuel component k
based on a second-order exponential function. The correlation is a function
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B.1 GraVent-Facility

of the waiting time tw) between ignition and the end of the filling process:

Kk,φ(tw) = A e(b·tw) +C e (d ·tw). (B.2)

The coefficients of the correlation B.2 are summarized for φ= 0.5 and φ= 1 in
tables B.1 and B.2. Since Correlation B.2 needs to be evaluated individually for
both fuel components, H2 and CO. Based on the two support values at φ= 0.5
and φ = 1, the prefactor is calculated at the desired equivalence ratio φ by
linear interpolation:

Kk(tw) = Kk,φ=1.0(tw)−Kk,φ=0.5(tw)

0.5
φ+Kk,φ=0.5(tw). (B.3)

Table B.1: Coefficients of the exponential correlation for k=H2.

H2/CO A b C d

φ= 0.5

25/75 0.3692 -0.2192 0.2243 -0.6552
50/50 0.6317 -0.2193 0.5358 -0.8996
75/25 0.4753 -0.2182 0.5672 -0.8721
100/0 0.7286 -1.015 0.3421 -0.2232

φ= 1.0

25/75 0.1285 -0.2375 0.1099 -0.8389
50/50 0.4397 -0.2226 0.2766 -0.7891
75/25 0.3528 -0.2216 0.3156 -0.8233
100/0 0.472 -0.9462 0.316 -0.2248
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Initialization of Vertical Fuel Concentration Gradients

Table B.2: Coefficients of the exponential correlation for k=CO.

H2/CO A b C d

φ= 0.5

25/75 0.5028 -0.07896 0.3941 -0.6121
50/50 0.7863 -0.07214 0.637 -0.6161
75/25 0.6261 -0.07166 0.7106 -0.5966
100/0 - - - -

φ= 1.0

25/75 0.2259 -0.1109 0.753 -1.724
50/50 0.6017 -0.07292 0.4041 -0.6156
75/25 0.4991 -0.07311 0.4199 -0.4199
100/0 - - - -

B.2 A1-Vessel

The generation of vertical concentration gradients of the fuel-air mixture in
the explosion channel of the A1-vessel was analyzed by the operators using
the substitute gas mixture H2-N2 [34, 81]. N2 was chosen because it has the
same molar mass than CO. In contrast to species diffusion in the GraVent fa-
cility, convective transport generates the vertical concentration gradients in
the A1-vessel’s channel. The fuel mixture is injected directly under the ceil-
ing through evenly spaced nozzles positioned along the entire channel length
and width. The high-momentum fuel jet is directed against the ceiling, where
it deflects. The momentum of the jet decays in a downward motion towards
the channel bottom. A vertical concentration gradient results. The initial mo-
mentum of the jet depends on the pressure in the H2-N2 reservoir. Different
maximum fuel contents xf,max are achieved in the concentration profile by
changing the reservoir pressure. The pressure also alters the slope of the fuel
concentration profile over the channel height. Height-resolved fuel-air com-
position profiles were obtained from measurements of the substitution gas
composition at varying maximum fuel contents [81]. The measurements did
not show a separation of the fuel components H2 and CO.

2D interpolation tables are created from the height-resolved fuel-air composi-
tion profiles. The input variables are the vertical position y and the maximum
fuel content xf,max. Different tables exist for the fuel compositions 100/0 (Ta-
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B.2 A1-Vessel

ble B.3), 75/25 (Table B.4) and 50/50 H2/CO (Table B.5). Steady fuel concen-
tration profiles are initialized with the 2D interpolation table as a function of
the vertical cell position y and the desired maximum fuel content xf,max.

Table B.3: Vertical fuel mole fraction xf used for inhomogeneous mixture initialization in the
A1-vessel simulations with 100/0 H2/CO.

xf for corresponding xf,max in the first row
Height [mm] 15.107 18.882 20.746 22.333 24.214 27.302

600 15.107 18.882 20.746 22.333 24.214 27.302
500 13.148 16.908 19.167 21.138 23.140 25.742
400 9.362 12.870 15.993 18.600 21.157 23.003
300 5.227 9.207 12.700 15.704 18.270 20.218
200 2.508 5.608 9.110 11.925 15.142 17.285
100 0.823 2.553 6.005 8.376 11.617 13.254

0 0.500 0.958 2.038 3.348 5.082 5.740

Table B.4: Vertical fuel mole fraction xf used for inhomogeneous mixture initialization in the
A1-vessel simulations with 75/25 H2/CO.

xf for corresponding xf,max in the first row
Height [mm] 12.895 15.308 17.088 19.966 22.657 25.620 30.518

600 12.895 15.308 17.088 19.966 22.657 25.620 30.518
500 10.278 12.730 14.563 17.425 20.183 23.294 28.351
400 6.675 8.978 10.898 13.914 16.705 19.972 25.069
300 3.388 5.314 7.263 10.043 12.679 16.047 21.083
200 1.584 2.644 3.754 6.275 8.370 11.614 16.209
100 0.980 1.243 1.481 2.792 3.342 6.212 9.621

0 0.375 0.375 0.375 0.375 0.375 0.375 0.375
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Initialization of Vertical Fuel Concentration Gradients

Table B.5: Vertical fuel mole fraction xf used for inhomogeneous mixture initialization in the
A1-vessel simulations with 50/50 H2/CO.

xf for corresponding xf,max in the first row
Height [mm] 13.974 16.492 19.025 22.122 24.359 26.844 29.157 30.908

600 13.974 16.492 19.025 22.122 24.359 26.844 29.157 30.908
500 11.679 14.247 16.752 19.843 22.196 24.603 26.918 28.746
400 8.329 10.802 13.240 16.278 18.751 21.224 23.814 25.620
300 5.150 7.192 9.266 12.159 14.504 17.049 20.217 21.608
200 2.889 4.110 5.033 7.405 9.214 11.914 14.786 16.442
100 1.851 2.059 2.309 3.213 3.824 5.710 8.801 10.024

0 0.814 0.814 0.814 0.814 0.814 0.814 0.814 0.814
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C Load-Balanced Geometrical
Volume-of-Fluid Method

C.1 Geometrical Volume-of-Fluid Method

Ensuring a dissipation-free propagation of discontinuities by numerical
methods is very challenging on coarse meshes. High-order methods of the
WENO family (weighted essentially non-oscillatory), capable of minimizing
numerical dissipation, are computationally expensive. Front-tracking meth-
ods are a cost-efficient alternative, and they ensure a conservative propaga-
tion of discontinuous fields [190, 191]. Hasslberger compares front-tracking
methods for application to CFD-based risk assessment of explosions [4]. The
geometrical Volume-of-Fluid (geoVoF) method is relatively cost-efficient and
conservative. Contrary to methods like the Level-Set approach, only one ther-
modynamic state and velocity vector exists within each cell. The resulting
state is a mix of the two states on each side of the discontinuity. This ap-
proach has the benefit that no computationally expensive jump conditions,
which link the state on each side of the discontinuity, need to be solved in the
geoVoF method. A geometrical evaluation of the advection fluxes can ensure
minimal dissipation during flame propagation in the numerical scheme on
large dimensions or coarse meshes, respectively.

The discontinuity typically separates two fluids according to the geoVoF
method’s multi-phase flow origin. When a flame front is considered as dis-
continuity, the interface, i.e., the flame front itself, separates the burnt and
unburnt state. In the geoVoF method, the flame front is indirectly tracked by
the volume of products and reactants in each cell. The volume fraction field α
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Load-Balanced Geometrical Volume-of-Fluid Method

indicates the fraction of burnt gas volume VA of the cell volume Vc:n

α= VA

Vc
. (C.1)

Each position in a cell, indicated by the vector x in Equation C.2, can be as-
signed to either burnt or unburnt gas. Integrating the Heaviside function ϑ

over a cell’s volume determines the volume covered by the fluid:

VA =
∫

Vc

ϑ(x)d x with : ϑ(x) =
{

1 where burnt gas is present,

0 otherwise.
(C.2)

Consequently, α becomes unity in fully burnt cells and zero in fresh gas cells.
In interface cells, the volume fraction α is between these bounding limits.
Because the α field is only specified on a numerical mesh, it is the spatial
discretization of the Heaviside function ϑ. In contrast to a boundary phase
in multi-phase flows, the flame front is reactive. In a flame-front tracking
scheme, the interface advection must include the flame front velocity due to
the chemical reaction. Such treatment results in a source term with a gradient
approach, similar to the widely used turbulent flame speed (TFC) model of Zi-
mont [6]. For simplicity, the geoVoF method is described without source term
in this section. The description of the source term is one of the key scopes of
the thesis concerning the explosion propagation of H2-CO-air mixtures.

The advection equation of the volume fraction fieldα stems from the material
derivative [141]:

∂α

∂t
+u j

∂α

∂x j
= 0. (C.3)

The material derivative is non-conservative in compressible flows. Because
the density is not known on both sides of the discontinuity in the geoVoF
method, a divergence correction is added [12]. The Equation C.3 is cast into
the conservative from:

∂α

∂t
+ ∂

∂x j
(αu j )−α∂u j

∂x j
= 0. (C.4)

In order to solve the transport equation, the advection term has to be eval-
uated in each time step. Using algebraic methods to calculate the advected
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C.1 Geometrical Volume-of-Fluid Method

burnt volume fraction introduces significant dissipation resulting in a smear-
ing of the discontinuity. These drawbacks are overcome by geometrical eval-
uation of the advected burnt volume fraction. The interface within an inter-
face cell and the advected burnt volume across each cell surface are evaluated
by geometrical reconstruction. This approach results in a robust method on
coarse meshes. This approach is computationally more expensive but mini-
mizes numerical dissipation effectively. The geoVoF method evaluates the ad-
vected volume fraction α in three steps:

• Gradient evaluation to obtain the interface orientation.

• Interface reconstruction according to VA (reconstruction step).

• Geometrical evaluation of the advection terms (advection step).

As illustrated in the left image of Figure C.1, a continuous interface shall be
represented by the volume fraction fieldα. Depending on the interface recon-
struction method chosen in the geoVoF method, the reconstructed interface
can be approximately continuous over the entire mesh. Higher-order profiles
in the interface reconstruction method achieve a more continuous overall in-
terface. There are two well-established approaches for reconstructing fluid in-
terfaces:

0.8

1.00.8

0.3

continuous interface PLICSLIC

Figure C.1: Continuous interface with mean cell values ofα (left) and interface reconstruction
with SLIC (middle) and PLIC method (right) [adopted from [12]].
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1. Simple Line Interface Calculation (SLIC) [192]:
This method reconstructs the interface as a line parallel to one of the co-
ordinate axes. It simplifies the determination of the interface orientation.
Figure C.1 shows a SLIC reconstruction in the center image. This method
results in the worst representation of a continuous reconstructed flame
front.

2. Piecewise Linear Interface Calculation (PLIC) [193, 194]:
A piecewise linear interface orientation within each cell results in a more
accurate reconstruction of a continuous overall interface. However, it is
also more computationally intensive because the interface orientation
must be calculated. Figure C.1 shows a PLIC reconstruction in the right
image.

More sophisticated methods, such as Pattern Interface Reconstruction, can
further improve the connectivity between reconstructed interfaces of adja-
cent cells. In the Pattern Interface Reconstruction method, the PLIC recon-
structed interface is smoothed in a second step [195]. Any method with at
least linear interface reconstruction requires the interface orientation in the
three-dimensional space. Generally, the normalized volume fraction gradient

n = ∇α
|∇α| (C.5)

determines the interface orientation. The gradients are usually evaluated us-
ing Gauss’ divergence theorem in the finite volume method (FVM) from face
values. Typical gradient schemes for arbitrary unstructured meshes [129] are
restricted to a limited stencil for interpolating face values, which causes a bad
performance on discontinuous fields, eventually resulting in an unstable in-
terface propagation [4, 13]. Higher-order interpolation schemes for face val-
ues use an extended stencil but introduce disadvantages in parallelized simu-
lations. They required additional inter-processor communication, decreasing
the scheme’s computational efficiency.

The recently presented Node-Averaged Gauss (NAG) scheme [141] counter-
acts the deficiencies by including point neighbors of the face’s vertices into
the interpolation stencil, in addition to the face neighbors. Thereby effectively
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C.1 Geometrical Volume-of-Fluid Method

extending the stencil while restricting the evaluation to a single loop over the
cell neighbors. The inverse distance weighting method determines the value
at each face’s vertices ψ f i . Face center values ψ f c required for the gradient
scheme are then estimated by an area-weighting approach on each face [141].
By triangulating the face’s surface area in the area-weighting approach, the
applicability to arbitrary meshes is maintained. Figure C.2 illustrates the NAG
scheme. For the sake of brevity, the interested reader is referred to more de-
tailed literature [13, 141, 179].

x f 7

ψ f 7
x f c

At1

x f 1

x f 2

ψ f 1

ψ f 2

ψ f c,init

ψt7

ψt1

At7

Figure C.2: Stencil for computing α at face center fc of face f in the NAG gradient scheme
[adopted from [13]].

C.1.1 Interface Reconstruction

After evaluating the interface orientation within a cell, the interface is posi-
tioned in the reconstruction step according to the cell’s volume fractionα. The
use of the PLIC method is assumed for the following explanation. After evalu-
ating the interface orientation from the gradient scheme, i.e., the NAG scheme
mentioned before, the position of an interface in a cell can be expressed in
Hesse normal form, which reads

n · x +C = 0. (C.6)
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The interface plane’s normal vector n gives the orientation. The interface
plane’s offset from the origin of the coordinate system C of the interface plane
is determined by geometrical polyhedra reconstruction corresponding to the
volume fraction α. Figure C.3 illustrates a cell separated into two fluid vol-
umes by the reconstructed interface. The truncated polyhedron in orange rep-
resents the volume of fluid A, which is the burnt gas volume in the context of
a flame front application.

n

Figure C.3: Truncation of the cell by an interface plane (colored dark orange) with orientation
n. The truncated volume is colored. Intersection points are marked as × [adopted
from [4]].

The volume of the truncated polyhedron VT is evaluated from a geometrical
truncation mechanism in the geoVoF method. The signed distanceφ between
a vertex of the initial cell polyhedron and the interface plane is given by

φ j ,i = n · x j ,i +C. (C.7)

The evaluation of the signed distance is looped over all vertices (index i ) of all
faces (index j ) in the initial cell. x j ,i denotes the position vector of each ver-
tex. Vertices on opposite sides of the interface show different signs. The inter-
sected cell edges are identified by comparing the signs of adjacent points, φ j ,i

and φ j ,i+1. The position vector x j ,new of the intersection point is determined
from:

x j ,new = x j ,i −
φ j ,i

φ j ,i+1 −φ j ,i
(x j ,i+1 −x j ,i ) (C.8)
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The newly found intersection points are indicated as× in Figure C.3. The trun-
cated volume can be calculated with the cone volume formula:

VT = 1

3

J∑
j=1

(nΓ j · x j ,1)AΓ j . (C.9)

Equation C.9 is applied to each face Γ j of the truncated polyhedron. The inter-
section points and the solid vertices bound each face in Figure C.3. nΓ j is the
normal vector of face Γ j . It always points outwards from the truncated poly-
hedron. The truncated face area AΓ j of the truncated face Γ j is calculated from

AΓ j = 1

2
(nΓ j ·

I j∑
i=1

(x j ,i ×x j ,i+1). (C.10)

The face area AΓ j in Equation C.9 is substituted with Equation C.10, resulting
in the final relation, which reads

VT = 1

6

J∑
j=1

[
(nΓ j · x j ,1)nΓ j ·

I j∑
i=1

(x j ,i ×x j ,i+1)

]
. (C.11)

In order to close the loop over all vertices of any face, the index i + 1 has to
be replaced by 1 for the last vertex. Equation C.11 is valid for arbitrary poly-
hedrons that are not self-intersecting [196]. Hasslberger and Ketterl [4, 13]
provide useful considerations for an OpenFOAM-specific implementation re-
garding mesh topology and data structure.

The interface reconstruction needs to be conservative with respect to the vol-
ume of fluid A (burnt gas). Therefore, the offset C of the interface plane is var-
ied until the condition

f (C ) =αT(C )−α= VT(C )

Vc
−α= 0 (C.12)

is satisfied. The truncated volume fraction αT(C ) as well as the truncated vol-
ume VT(C ) is a non-linear function of the offset C . The root finding problem of
Equation C.12 can be solved directly or iteratively. An iterative method gives
more flexibility for arbitrary mesh treatment and has less algorithmic com-
plexity but at the cost of higher computational effort than direct methods.
Nevertheless, the iterative solution is preferred in most applications, espe-
cially in the case of the unstructured mesh topology of OpenFOAM.
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The Brent algorithm for iterative solutions is used in the presented CFD solver.
Ketterl [13] demonstrated that the Brent algorithm shows good convergence
and robustness on arbitrary meshes. The method’s convergence is of a higher
order while retaining the boundness of the linear bisection method’s solution.
The Brent method uses three prior solutions to fit an inverse quadratic func-
tion [197]. With three consecutive points (Ck−2, f (Ck−2)), (Ck−1, f (Ck−1)) and
(Ck , f (Ck)) for the iterations k−2, k−1 and k respectively, the subsequent root
estimate is determined with the following set of equations:

C =Ck + P

Q
, (C.13)

P =S [T (R −T )(Ck+1 −Ck)− (1−R)(Ck −Ck−1))] , (C.14)

Q =(T −1)(R −1)(S −1), (C.15)

R = f (Ck)

f (Ck+1)
, S = f (Ck)

f (Ck−1)
, T = f (Ck−1)

f (Ck+1)
. (C.16)

Ck represents the current offset estimate. Quadratic functions can diverge if
the function is not sufficiently smooth, i.e., Q → 0. The algorithm checks for
the boundness and eventually returns to a linear bisection step for the current
iteration. The offset is initially guessed with the relation

C0 =Cmin + (1−α)(Cmax −Cmin). (C.17)

A user-defined tolerance determines the final solution, typically in the order
of 10−6.

C.1.2 Interface Advection

After reconstructing the volume fraction within the cell, the next step towards
the temporal evolution of the transport Equation C.4 is evaluating the advec-
tion term (second term). Usually, the Gauss divergence theorem is applied in
FVM approaches to determine the advection term from face values [129]. In
the case of the geoVoF method, the face values are estimated by geometrical
reconstruction of flux polyhedra instead of standard interpolation schemes.
This approach ensures minimum dissipation of the al pha field on coarse
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meshes. In the FVM discretization, constant face values approximate the sur-
face integral: ∮

A
αu j m j d A ≈∑

f

α f u j , f A j , f =
∑

f

βF f =
∑

f

F f ,T. (C.18)

While α f denotes the face value of the reconstructed volume fraction field,
β resembles α f if the face values are determined geometrically. The face
fluxes F f = u j , f A j , f can be calculated with standard interpolation schemes
or more elaborate methods for compressible discontinuities like a Riemann
solver [124, 139]. Finally, F f ,T is the volume flow of fluid A, i.e., advected burnt
gas, through face f . Within one time step, the advected volume of fluid A
can be calculated (F f ,T∆t =V f ,T). The total convected volume is geometrically
constructed on the face creating a flux polyhedron. The advected volume of
fluid A is evaluated by truncating the flux polyhedron with the interface plane.
The truncation can be done using the same algorithm applied to the inter-
face reconstruction. Consequently, the volume fraction face value β can be
described by the ratio

β= F f ,T∆t

F f∆t
= V f ,T

V f
(C.19)

of truncated flux polyhedron volume V f ,T and total volume of the flux poly-
hedron V f within the time step ∆t . Figure C.4 illustrates the truncation of the
flux polyhedron by the reconstructed interface concerning the right-hand cell
face. The result is the convected volume of fluid A (burnt gas) within the time
step.

The flux polyhedron construction can be based on the face-centered veloc-
ity u j or the face-vertex velocities u j ,i . The face-vertex velocities are obtained
from the face-centered values by the inverse distance weighting method. In
Figure C.4, face-vertex velocities are used. The position of the unknown ver-
tices x ′

j ,i of the flux polyhedron are constructed by following the face-vertex
velocity vectors back in time beginning at the face-vertex position of the cell
x j ,i . The backwards Lagrangian trajectory by the time step size∆t is expressed
by

x ′
j ,i = x j ,i −u j ,i∆t . (C.20)
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u j ,1
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Figure C.4: Truncation of the right-hand face’s flux polyhedron (dotted lines) by an interface
plane (colored orange) with orientation n [adopted from [13]].

Three-dimensional volume calculation of non-convex or non-planar polyhe-
drons becomes difficult and can often only be achieved in a general manner
by tetrahedral decomposition. The decomposition drastically increases algo-
rithmic complexity and computational cost. The flux polyhedron construc-
tion and its volume calculation can be simplified using face-centered veloc-
ity instead of face-vertex velocities. When the face-centered velocity is con-
sidered, all vertices are traced back in time with the same velocity during the
flux polyhedron construction. The simplified approach ensures a planar and
convex flux polyhedron with a straightforward volume calculation. Therefore,
flux polyhedron construction by face-center velocities is recommended for 3D
simulations. Hasslberger commented on several error sources and deficien-
cies in conserving the convected fluid volumes [4].

The ratio β can initially be approximated from the ratio

β= AΓ, f

A f
(C.21)

of the truncated face area AΓ, f and the entire face area A f of the initial cell. The
approximation in Equation C.21 becomes more accurate with a smaller time
step size, i.e., a lower CFL number in the simulation with an adjustable time
step size. The required face areas are available after the interface reconstruc-
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tion step. The initial approximation additionally works as a fallback solution if
the calculation of the convected volume breaks. Ultimately knowing the con-
vected volume fractions, the transport equation C.4 can be evolved in time.
The conservative solution of flow simulations with minimum numerical dis-
sipation, especially on coarse grids, is presented in publications for varying
validation cases [4, 13].

C.2 OpenFOAM Specific Implementation of the Load-
Balancing Algorithm

The following section explains the OpenFOAM-specific implementation of
the load-balancing (LB) algorithm for the geoVoF method. Jofre et al. [179]
proposed an LB algorithm for the geoVoF method for a self-developed CFD
code. Until now, no implementation of a load-balanced geoVOF method for
OpenFOAM-based CFD codes has been presented in the literature. Therefore,
implementing the LB algorithm in the present thesis requires some specific
adaptations in the algorithm concerning the methodology of the OpenFOAM
framework. The LB algorithm is implemented into the CFD framework as the
LB-geoVoF OpenFOAM class. Class-based encapsulation is a typical approach
in object-oriented program languages like C++, which separates the code from
the main program section of the solver. It allows easy reuse of the LB-geoVoF
class in other solvers and simplifies the migration of the LB-geoVoF class to a
different OpenFOAM version.

The NAG scheme is evaluated with equal computational effort on all cells, not
only the flame front cells. Hence, imbalances from the NAG scheme only origi-
nate from a different number of cells in each processor caused by AMR. A load
distribution method is not favorable enough for the NAG scheme. However,
the serial code segments of the NAG operation can be optimized by caching
the surface area weights of the NAG evaluation. Compared to the CFD solver
developed by Hasslberger [4], which computes the surface area weights in ev-
ery time step, the NAG scheme’s gradient evaluation computation time is re-
duced by roughly 36%. When AMR is applied, the geometrical data needs to

195



Load-Balanced Geometrical Volume-of-Fluid Method

be updated accordingly. As a side note, the capability to store data in encap-
sulated classes by object-oriented programming languages always allows for
reducing computational time because reevaluation of temporary data can be
omitted and should thus always be considered during code development.

In contrast to the NAG gradient scheme, the reconstruction and advection
steps are only carried out in flame front cells. Hence, the imbalance of com-
putational effort is much higher for the reconstruction and advection step.
Consequently, the LB algorithm is designed to distribute the load of the re-
construction and the advection step by sending computation packages from
overloaded processors to less loaded processors. Two key aspects to accom-
plish this task are the design of the inter-processor communication and the
provision of the required mesh data for each processor. Both aspects require
specific adjustments of the original LB algorithm by Jofre et al. concerning the
OpenFOAM methodology. The LB-geoVoF method can be outlined as follows:

• Inter-processor communication: In OpenFOAM, the OpenMPI library
enables communication between processors. OpenFOAM provides an
interface class called PStream for this purpose. With the interface class,
data can be exchanged between the processors via a few communication
functions. The communication can be realized according to the all-to-
all principle (gatherList/scatterList functions) or the point-to-point prin-
ciple (IPstream/OPstream functions). The LB algorithm proposed here
employs the all-to-all principle, in which the data of all processors is
available to each processor. The algorithmic code complexity of point-
to-point communication, in which individual processors communicate
directly, is significantly higher. If additional communication between the
sending processors becomes necessary to coordinate the data transmis-
sion to the individual receiving processors, the computational overhead
of point-to-point communication becomes even greater. Although con-
siderably more data is transmitted in all-to-all communication, the tree-
algorithm implemented in OpenFOAM ensures high-performance com-
munication. In the tree-algorithm, each receiver forwards the data to two
or more processors in order to spread (scatterList function) or in reverse
collect (gatherList function) the data with an exponentially increasing
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transmission rate down the tree structure.

• Provision of geometrical mesh data: OpenFOAM’s mesh topology as-
signs a partial domain of the entire mesh to each processor during the
initial decomposition of the global computational mesh. Each proces-
sor only has information about its local mesh due to the decomposi-
tion. Processor boundary conditions connect the decomposed meshes
of the individual processors. The interface reconstruction and advection
term evaluation of the geoVoF method require geometrical mesh data
of the flame front cells. Therefore, the information must be transmit-
ted in addition to process data. In connection with the chosen all-to-
all communication strategy, using a global mesh to evaluate geoVoF op-
erations appears practical. The decomposed mesh of each processor is
shared with all processors. The mesh data in OpenFOAM is arranged in
lists of cells, faces, points and face owners [198]. Cell volume and face
area vectors are also arranged in lists. The global mesh data, which all
processors will share, is constructed as one coherent nested list. It main-
tains OpenFOAM’s standard structure for mesh data. In the coherent list,
each processor’s local mesh data is added at the end of the list until the
entire global data is present. The storage of the global mesh data has
an increased memory demand. From the perspective of ever-increasing
RAM (random access memory) capacities, computational efficiency out-
ways this limitation. Since the LB algorithm prohibits a geoVoF evalua-
tion under certain conditions, e.g., a minimal RAM capacity or an exten-
sive calculation mesh, switching off LB-geoVoF and using the non-load-
balanced version remains possible. The global mesh approach is oppo-
site to the method proposed by Jofre et al. [179]. They suggested including
the geometrical information data in the data exchange for external com-
putation of tasks. However, communication of mesh information proved
unpractical for an OpenFOAM-specific implementation, as it drastically
increased computation time [10].

The implemented LB algorithm can be described as static. All tasks are con-
sidered computationally equally intensive, and additional load from over-
head communication of the algorithm is accounted for by a constant param-
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eter. Moreover, the initial domain decomposition is not changed. Figure C.5
presents the workflow scheme of the LB algorithm. The workflow is described
step by step below:

1. Check for mesh refinement and update global mesh data if necessary to
ensure compatibility with AMR. Update geometric cell surface data for
the NAG gradient scheme.

2. Apply optimized NAG scheme to calculate the volume fraction gradient
∇α for all cells.

3. Calculate the optimal workload for all processors from the number of in-
terface cells. Classify each processor in one of three categories - sending,
receiving or isolated.

4. Arrange data required for computational operations according to the
classification in OpenFOAM list structures.

5. Exchange data between all processors for reconstruction and advection
step evaluation.

6. Carry out reconstruction and advection step to update the advected vol-
ume fraction β on all cell surfaces. The processing sequence of self-
owned and foreign calculation operations varies between the processor
categories.

7. Communication of the evaluated β data between all processors and sub-
sequent processing of the data by the original owner processor of the
tasks.

In order to maintain the advantages of an unstructured mesh topology with
AMR, compatibility with AMR must be ensured. The efficient strategy of global
mesh data involves extensive data transfer only in the event of mesh refine-
ment or coarsening. Without AMR, mesh-related data transmission is only
required once. The time step interval of AMR execution is read from the in-
put file, referred to as dynamicMeshDict dictionary in OpenFOAM. Suppose
the current time step is a multiple of the AMR execution time step interval.
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In that case, the mesh data is exchanged between all processors, and the NAG
area weights are recalculated in each processor. The mesh data is initialized as
nested lists with fixed allocated memory and can thus be exchanged quickly
via the MPI communication function broadcast. It should be noted that only
the geoVoF operations utilize the global mesh. All other transport equations
are solved on the local decomposed mesh of the processor.

The computational load of a processor Wp is evaluated separately for each
processor based on the number of flame front cells. The information is then
shared among all processors. All subsequent algorithm steps up to the trans-
mission of process data can be carried out in each processor locally. Based
on the workload of each processor p, the average or optimal workload can be
determined by Equation C.22. The usual processor counting method in Open-
FOAM is applied here, starting from 0. The last processor has the number P−1.
P denotes the physical count of processors:

Wopt =Wavg =
∑P−1

p=0 Wp

P
. (C.22)

Processors are classified as sending, receiving or isolated processors depend-
ing on their workload compared to the optimal workload. Isolated processors
already contain the optimal workload. They occur very rarely. The sum of tasks
to be sent L(Wopt) is determined by Equation C.23 and the sum of tasks to be
received R(Wopt) is determined by Equation C.24:

L(Wopt) =
P−1∑
p=0

max(Wp −Wopt,0), (C.23)

R(Wopt) =
P−1∑
p=0

max(Wopt −Wp ,0). (C.24)

As an initial assumption, the number of deficit and excess tasks have to be
equal L(Wopt) = R(Wopt). However, it is more accurate to assume that local
computation of operations is more efficient than computation by a foreign
processor. Communication must be taken into account for external computa-
tion. In addition, the data packages sent to the receiving processor are nested
lists with multiple levels. The handling of which is algorithmically complex.
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Figure C.5: Work flow of the load balancing algorithm in the LB-geoVoF method.
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Jofre et al. [179] propose a factor δ of 10% to account for additional communi-
cation cost in terms of computing time for external tasks. The balance of sent
and received tasks is accordingly adjusted with (1+δ):

(1+δ) ·L(Wopt) = R(Wopt). (C.25)

The equilibrium function

B(Wopt) = (1+δ) ·L(Wopt)−R(Wopt) (C.26)

must become B(Wopt) = 0 for the optimal number of flame front cells Nopt. The
number Nopt can be determined with an iterative root-finding method, such
as bisection. The bisection method obtains the solution within a maximum of
five iterations. Only integers are allowed for the flame front cell number Nopt.
Rational numbers for Nopt are rounded to integers. If the value is below the
mean load Wavg, it is always rounded up since the optimal load Wopt must be
larger than the mean load Wavg due to the extra cost of communication.

The sent tasks L and the received tasks R for each processor are gathered in
a single list for all processors. A sending processor is assigned to each task
in the sent task list. This is repeated for the received tasks. The awareness of
each processor of all processors’ excess load or load deficiency avoids double
allocation for one operation. Due to the all-to-all communication concept, no
supporting communication is required to assign tasks.

The LB algorithm introduces additional complexity and communication cost,
which counteracts the time-saving benefit of load balancing. Synchronization
steps are hence reduced to a minimum. When synchronization is required,
the all-to-all communication allows large data packages to be transmitted ef-
ficiently. Therefore, large data packages with a nested list structure are created
for data transmission. The required data fields for the geoVoF evaluation are
as follows:

• cell index of the sending tasks.

• α values.

• NAG gradient of α.
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• velocity vectors on the cell surfaces of the flame front cells.

The nested list data structure is based on the OpenFOAM List class. The nested
lists usually have three levels. The first level describes the sending processor,
the second the receiving processor and the third the cell index of the entry.
The third level has the length of the total flame front cells sent. The nested list
relates to the OpenFOAM structure of ’List<List<List<data type> > >’. For ex-
ample, the transmitted list of the α field reads alpha1[6][2][4], which refers to
the α value of the fifth cell that has been assigned to processor 3 by proces-
sor 7. Note that a processor 0 exists. In the case of the velocity vector on the
cell surface, an additional layer exists in the nested list to reference the index
of the cell’s face. Each processor fills the process data lists individually for its
processor number in the first level of the nested list as sending processor. The
data is then shared between all processors employing all-to-all communica-
tion, which generates the complete nested list.

If present, the geoVoF calculations are first carried out on the self-owned tasks.
In the case of a receiving processor, the externally assigned tasks are evalu-
ated subsequently. The geoVoF operations, reconstruction and advection are
executed directly on the nested data structure for received data packets. The
geoVoF functions of the C++ class can handle the local and the nested data
structure. By directly addressing the elements in the nested lists, the time for
unpacking the data structure is saved. Ultimately, the advected burnt volume
fractions on the cell surfaces β are determined. The β data field is exchanged
to the original sending processor analogously to the process data transmission
in a nested list structure. Because only a single data field needs to be transmit-
ted, the communication of β is faster than transmitting the required process
data for the external computation of a task.

The introduction of additional communication effort by the load-balancing
algorithm counteracts its computation time-saving purpose. Potential scenar-
ios exist in which the original non-load-balanced implementation [10] is more
efficient. This scenario can occur when the optimal workload is very low. Rea-
sons for a very low optimal workload can either be a minimal flame front or an
excessive processor count. A runtime correction is implemented in the solver,
which determines a minimum workload limit based on time measurements
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for transmission and processor-internal calculations of each processor. If the
optimal workload in the simulation drops below the minimal workload limit,
the code automatically switches to the non-load-balanced implementation.
Corresponding scenarios for this to happen require an extremely low, optimal
workload. This extreme case rarely occurs in combustion-related risk analysis
simulations, especially not when AMR is in use.

C.3 Generic Validation of the Load-Balancing Algorithm

The speedup due to the newly implemented LB algorithm and its scaling with
increasing processor count is validated on a general configuration. A general
simulation case allows ideal comparability to other implementations of the
LB geoVoF algorithm. Therefore, a cubic mesh is used. The cubic mesh has an
edge length of 8 m and contains 1 million cells. Each dimension comprises 100
cells, which relates to a cell size of 80 mm. Two-staged AMR is applied in the
simulation. The refined cell dimensions of 20 mm are similar to the mesh res-
olution in the large-scale simulations of the A1-vessel presented in Section 4.3
of the thesis. A sphere with a diameter of 0.8 m specifies the ignition kernel.
The gas is specified as burnt in the kernel. Combustion remains deflagrative
during the entire simulation.

The number of flame front cells and the load imbalance are directly propor-
tional. In an explosion scenario, the flame surface and, thus, the number of
flame front cells increase due to geometrical confinement and flame folding
during flame acceleration. With the onset of DDT, the number of flame front
cells drops abruptly [168]. The fast conversion rate of the detonation front
smooths the wrinkled flame, and the remaining fresh gas pockets behind the
leading reaction front are quickly consumed. The decreasing number of flame
front cells after DDT reduces the imbalance. Consequently, the speedup by the
LB-geoVoF algorithm varies over simulation time in an explosion scenario.

The simple decomposition method creates uniform decomposed meshes for
each processor by manually defining cutting planes. A clearly specified de-
composition is essential to assess the speedup trend. Figure C.6 shows the ap-
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plication of the simple method for decomposing the cubic mesh. The cutting
planes are illustrated for different degrees of parallelization. The same num-
ber of processors covers the ignition kernel in all three cases. Figure C.6 vi-
sualizes the coverage of the ignition kernel by projected circles on the cube
surfaces (pink). The more practical Scotch method is often used for mesh de-
composition, as it decomposes the mesh without manually specifying cutting
planes. Although the Scotch algorithm distributes the number of cells evenly
between processors, the global mesh is not divided geometrically uniform
as illustrated in Figure C.6. This leads to unnecessarily high inter-processor
boundaries, disadvantaging the LB algorithm’s scaling.
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Figure C.6: Simple mesh decomposition of general cubic mesh with an additional projection
of the ignition kernel on the cube surfaces (pink circles).

The simulation is stopped at an overall volumetric fuel conversion of 25 %, en-
suring a deflagrative flame propagation free from wall influences. Figure C.7
shows the accomplished speedup by the LB-geoVoF method for varying pro-
cessor counts (left graph). The speedup is defined as

speedup =
t NLB

P,calc

t LB
P,calc

(C.27)

with P processors. LB indicates the LB-geoVoF algorithm, while NLB denotes
the non-load-balanced geoVoF implementation without the external calcu-
lation of the reconstruction and the advection step. An increase in speedup
with a higher degree of parallelization can be identified clearly. The CFD is
developed using the outdated OpenFOAM version 2.1.x. Due to software in-
compatibilities of the up-to-date operating system of the high-performance
clusters (HPC) with the outdated OpenFOAM version, massively parallelized
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Figure C.7: Computational speedup (left) and scaling (right) of the LB algorithm in a generic
deflagration simulation.

simulations could not be conducted. Thus, the maximum processors count in
the speedup investigation is limited to 64 processors. Figure C.7 also presents
the scaling of the LB and NLB geoVoF method with increasing parallelization
(right graph). The scaling of a method is specified as

scaling =
t LB

16,calc

t LB
P,calc

or scaling =
t NLB

16,calc

t NLB
P,calc

, (C.28)

which is the ratio of the computation time with 16 and P processors. The LB-
geoVoF method scales significantly better than the previous implementation
on the cube mesh, underlining the limited effectiveness of simple massive
parallelization. The values in the plot are summarized in Table C.1.

According to Figure C.6, the ignition kernel is covered by the same number of

Table C.1: Computational speedup and scaling values of the LB algorithm with increasing
parallelization.

Processors Speedup Scaling
geoVoF

Scaling
LB-geoVoF

16 1.14 1.00 1.00
32 2.06 1.32 2.40
64 3.51 2.13 6.59
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processors for all three different processor counts. The number of processors
covering the flame front, i.e., the workload distribution, determines the scal-
ing of the NLB geoVoF version after mesh decomposition. The more proces-
sors cover the flame front, the better the efficiency of the calculation becomes.
Increasing the processor count does not affect the workload distribution of the
ignition kernel. Instead, additional processor domains are introduced close to
the wall. The flame reaches these additional processor domains only at higher
overall fuel conversion. Therefore, the processor count increase has a limited
benefit on the NLB geoVoF method’s scaling.

In contrast, adding under-loaded processors close to the wall reduces the op-
timal workload among all processors in the LB method. Hence, the LB-geoVoF
method’s scaling increases exponentially. With the increasing difference in
scaling between the LB and the original NLB geoVoF with higher processor
counts, higher speedups are obtained at high processor counts.

Under certain conditions, the NLB-geoVoF scaling rises above the LB-geoVoF
scaling. This circumstance is not present in the presented general validation
case. Fundamentally, the scaling results from the balance between additional
communication costs and beneficial time-saving. As the increase of the pro-
cessor count continuously rises the overhead communication, the scaling will
eventually reverse its trend and decline. This turning point is reached at a
lower processor count in the LB geoVoF method compared to the NLB ver-
sion. The underlying relations of scaling and speedup can be summarized as
follows:

• The LB method guarantees an even distribution of computational load -
independent of the processor count. Benefits from the addition of pro-
cessors originate only from the smaller optimal workload. Hence, the
even workload distribution at any processor count combined with the
increased overhead communication costs can result in a decline of the
LB-geoVoF method’s scaling.

• Load distribution is only partially improved by increasing parallelization
using the previous NLB geoVoF implementation. Therefore, efficiency
gains remain possible even at high processor counts.
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• The speedup starts to decline once the scaling of NLB-geoVoF overtakes
the scaling of LB-geoVoF. However, the high initial speed up at low pro-
cessor numbers must be compensated first by the declining LB-geoVoF’s
scaling before the NLB version becomes faster. Only at very high proces-
sor counts, the NLB-geoVoF method might be faster than the LB-geoVoF.

• The maximum in the scaling curve specifies the optimal number of pro-
cessors for the method. The LB-geoVoF method should be applied at
more minor processor counts according to its optimum scaling. In this
perspective, a simulation with an acceptable computation time can run
on hardware with fewer processors. This circumstance enables addi-
tional simulation runs as hardware resources are freed up. Hence, the
newly implemented LB algorithm addresses the need for parameter stud-
ies in the risk analysis of explosion scenarios.
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D OpenFOAM’s waveTransmissive
Boundary Condition in the Density-Based
CFD Framework

The waveTransmissive boundary condition (BC) is an implementation of the
1D Euler characteristic boundary conditions (ECBC) [1, 187]. The method has
not the highest accuracy but is favorable in its robustness. While the ECBC
are usually described with the primitive variables ρ and u, the OpenFOAM
implementation is written in terms of p and u due to the typically pressure-
based solver architecture of OpenFOAM solvers. Generally, the two primitive
variables are linked by the equation of state. In the density-based solver ar-
chitecture of the CFD solver presented in the thesis, the BC only updates the
pressure on the boundary after the equation of state evaluates the cell-center
pressure field. The newly determined pressure on the boundary by the wave-
Transmissive BC is used to recalculate the density boundary field. For this, the
equation of state is applied to the boundary values. Afterward, the continuity
equation can be solved with the updated density boundary values.

Independent of the primitive variables used in the formulation of the ECBC,
the velocity is coupled to the pressure or density according to the propagat-
ing characteristics in the hyperbolic system of compressible Euler equations.
In order to describe the variable p or u on the boundary face, a far-field pres-
sure pinf and a far-field velocity uinf is introduced in the waveTransmissive BC.
Figure D.1 illustrates the waveTransmissive BC relation between cell-center
value and far-field of the primitive variable p. Pressure and velocity changes
linearly from the boundary face p t

f to the far-field state pinf at a distance linf.

The evolution of the boundary face pressure in time p t+1
f is determined on the

linear slope by the face-normal velocity u⊥ and the time step size∆t . The evo-
lution of velocity on the boundary surface is treated accordingly. By choosing
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Figure D.1: Schematic of the boundary pressure evaluation of the waveTransmissive BC.

an extremely long far-field distance linf, the slope at the BC becomes almost
negligible p t+1

f ≈ p t
f and no change occurs at the location of the boundary

face. Consequently, pressure waves reaching the BC will not be reflected but
propagate outward without changes inside the domain. The same applies to
outward propagating expansion waves that pass the BC, which would induce
an inward flow on the BC. The initial conditions pinf = 1.013bar and uinf = 0 m

s
are chosen as far-field values.

According to the Euler equations, pressure and velocity at the BC must be
equal to the cell value to prevent reflection [39]. Intuitively, the zeroGradient
BC seems capable of predicting an appropriate outflow. However, the charac-
teristics in a hyperbolic system (Euler equations) show that a zeroGradient BC
would be ill-conditioned. As intended, no gradient would be present for the
primitive variables u and p at the boundary. At the same time, no proper def-
inition of the downstream characteristic, which resembles an outward propa-
gating wave, exists with this BC [1, 187]. Unpredictable behavior with numeri-
cal instabilities may result even if the upstream characteristic, which refers to
a reflected and now inward propagating wave, is zero. In addition, a zeroGra-
dient BC can be problematic because no state information in the surrounding
would be available for an inflow into the computational domain.

As a change in temperature influences the equation of state, the ECBC
have been extended to the Navier-Stokes characteristic boundary conditions
(NSCBC) by Poinsot et al. [187] in order to include inviscid effects and the tem-
perature changes due to the compression by the pressure wave. The NSCBC
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have been adjusted to account for multi-component reaction fronts [199].
However, the OpenFOAM native waveTransmissive BC is considered sufficient
for explosion risk assessment simulations, as it prevents any noticeable reflec-
tions of strong shock waves origination from fast flames, DDT or stable deto-
nations.
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