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Turbulent Heat Flux Model for Shock-Boundary
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The interaction between shock wave and turbulent boundary layer (STBLI) can enhance
the thermal load on the vehicle surface dramatically in high-speed flows. Reynolds-
averaged Navier-Stokes simulations based on constant turbulent Prandtl number often
give grossly erroneous heat transfer predictions in STBLI flows. This is due to the fact
that the underlying Morkovin’s hypothesis breaks down in the presence of shock waves
and highly cooled walls. In this work, we develop a turbulent heat flux model for non-
adiabatic walls based on the shock-turbulence interaction physics and boundary layer
direct numerical simulation (DNS) data. This is an extension of our earlier work. The
model is combined with the well-validated shock-unsteadiness k-ω model and is used
to study two cone-flare cases involving shock/boundary-layer interactions at hypersonic
Mach numbers and high Reynolds number. Comparison with experimental data shows
significant improvement in the surface heat transfer rate in the interaction region.

1. Introduction
The next generation of high-speed vehicles will travel through the atmosphere at hy-

personic speeds . Efficient design of hypersonic vehicles, including the prediction of
skin friction and surface heat transfer, requires good understanding of the hypersonic
turbulent boundary layer and shock waves. The interaction of shock waves and turbu-
lent boundary layer is very common in high-speed flows and is responsible for high
aero-thermal load on the vehicle.

Most of our current understanding of shock wave turbulent boundary layers interaction
(STBLI) is based on the results of supersonic Mach numbers (M < 5) . There are very few
works available in the literature which deal with hypersonic turbulent boundary layer and
its interaction with the shock waves. One of the major difference between supersonic
and hypersonic boundary layers is the wall temperature condition. At supersonic speeds,
the surface temperature is essentially adiabatic; while at hypersonic speeds, due to
considerable radiative cooling and internal heat transfer or due to necessary wall cooling
to prevent melting, the surface temperatures are significantly lower than the adiabatic
wall temperature. As a result, the conductive heat transfer between the boundary layer
flow and the surface of hypersonic vehicles is enormous.

Predicting turbulent heat transfer in high-speed flows dominated by shock waves
poses significant challenge to computational fluid dynamics (CFD) methods [1, 2]. The
majority of the turbulence models are based on the gradient diffusion hypothesis, where
the turbulent heat flux is modeled in terms of turbulent conductivity and turbulent Prandtl
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number (PrT ). Conventional turbulence models in Reynolds-averaged Navier-Stokes
(RANS) simulations use a constant PrT value of 0.89; they often overpredict the wall
heat transfer in STBLI flows. A few variable PrT models proposed in literature improve
the heat flux prediction, but are computationally intensive [3,4].

In a recent work, Roy et al. [5] study the interaction of turbulent fluctuations with a
normal shock to propose a new model for the turbulent heat flux. The unsteady oscil-
lations of an otherwise steady (in the mean) shock wave are found to have a dominant
effect. It is modeled using the shock-unsteadiness model of Sinha et al. [6], which is
based on linear interaction analysis of shock-turbulence interaction. The model is found
to match direct numerical simulation (DNS) data for the peak turbulent heat flux gener-
ated by shock waves [7]. Roy et al. [5] cast the physics based turbulent heat flux model
in a variable PrT form, so as readily integrate it into existing CFD codes. As per the
new model, the turbulent Prandtl number is a function of the shock strength and the
shock-unsteadiness parameter. It takes a value lower than the conventionally accepted
value of 0.89 and the value decreases for stronger shock waves. A lower PrT results in
a higher turbulent conductivity and a higher turbulent heat flux than conventional mod-
els. More heat convected away from the wall by fluid turbulence leads to a lower peak
heat transfer to the wall. The results match the peak heating measured in oblique shock
boundary layer interaction for a range of shock strengths at Mach 5 [8].

A limitation of the proposed model is that it is uses Morkovin’s hypothesis [9] for the
boundary layers upstream of the shock. This may not work in the presence of severe
wall cooling or heating, which is measured in terms of the ratio of the wall temperature

to the recovery temperature (defined as Tr = T∞[1 + rc
γ − 1

2
M2
∞]). Shock-boundary

layer interaction occurring at hypersonic flight conditions usually correspond to highly
cooled walls (as mentioned above). Even ground-based experimentation, for example,
over flat plates at 300 K can give Tw/Tr = 0.1 for Mach numbers in the range 7–8.
Experiments over heated and cooled plates have found substantial enhancement and/or
reduction of the separation bubble in the interaction region [10, 11]. Similar results are
also reported in direct numerical simulation, where the wall to recovery temperature
is varied systematically for SBLI at supersonic Mach numbers [12, 13]. Recently, large
eddy simulation is employed to explore SBLI at hypersonic Mach numbers and to design
experiments involving heated/cooled walls in the HEG tunnel in DLR, Göttingen [14]. In
short, there is a surge of recent interest in the study of SBLI over non-adiabatic walls,
both in terms of the physics and it’s potential in the control of the SBLI phenomenon.
Simulating these effects accurately is an inherent part of the research effort, as the
highest heating loads are reported for SBLI over highly cooled walls [12].

In this work, we extend the earlier variable PrT model to study the effect of non-
adiabatic wall on shock-boundary layer interaction in the Reynolds-average Navier-
Stokes framework. We employ linear interaction analysis and DNS data [15,16] to esti-
mate the turbulent heat flux generated by shock waves which is finally cast in turbulent
Prandtl number form and is sensitive to wall heating and cooling. The results are com-
pared with the available experimental data.

2. Methodology
We solve the axisymmetric Reynolds-averaged Navier-Stokes equations presented

by Wilcox [17] for the mean flow. The two-equation k-ω model of Wilcox (refered to as
baseline model here) and the recent shock-unsteadiness corrected k-ω model of Veera
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and Sinha [18] are used in the simulations. Both the baseline and shock-unsteadiness
corrected k-ω models do not include any compressibility corrections„ as they are found
to deteriorate model predictions in the undisturbed boundary layer upstream of the inter-
action [19, 20]. Compressibility corrections of the form of dilatational dissipation reduce
the turbulent kinetic energy in the boundary layer, and thus decrease the skin friction co-
efficient compared to well-established correlations for zero pressure-gradient turbulent
boundary layers.

The governing equations are discretised in a finite volume formulation, where the in-
viscid fluxes are computed using a modified, low-dissipation form of the Steger-Warming
flux splitting approach [21]. This method reduces the numerical dissipation, and is found
to be useful for high-speed flows with strong shock waves and viscous-inviscid inter-
actions with boundary layers. As a result, very thin and well-defined shock waves are
captured over a few grid cells. The turbulence model equations are fully coupled to
the mean flow equations. The details of the formulation are given by Sinha and Can-
dler [22]. The method is second-order accurate in space. The viscous fluxes and the
turbulent source terms are evaluated using second-order accurate central difference
method. The implicit Data Parallel Line Relaxation method of Wright et al. [23] is used
to integrate in time and reach steady-state solution.

At the wall, isothermal temperature and no-slip boundary conditions are applied, and
extrapolation condition is used at the exit boundary of the domain for all the simulations.
A supersonic boundary condition is imposed at the top boundary of the domain. For
the turbulence quantities, the boundary conditions at the wall [24] are taken as k = 0
and ω = 60νw/β1∆y2

1 , where νw is kinematic viscosity at the wall, β1 = 3/40 and ∆y1 is
the normal distance to the grid point nearest to the wall. Following Menter [24], the free
stream conditions used for all the simulations are ω∞ = 10U∞/L and k∞ = 0.01ν∞ω∞
where L = 2.35 m (horizonal length of the cone) is the characteristic length of the geom-
etry.

2.1. Model development
The current heat flux model for non-adiabatic wall builds upon the variable PrT model
presented by Roy et al. [5] and Roy and Sinha [25, 26]. The use of Walz’ relation [27]
makes the model implementation much simpler and robust than the earlier versions of
the model.

Generally, the turbulent heat flux vector qT,j is modeled using the gradient diffusion
hypothesis

qT,j = −κT
∂T

∂xj
, (2.1)

where κT is the turbulent conductivity of heat. It is related to eddy viscosity via the
turbulent Prandtl number PrT and the specific heat of the gas at constant pressure cp.

κT =
µT cp
PrT

(2.2)

Morkovin hypothesis [9] relates the turbulent heat flux to the Reynolds stress in a com-
pressible turbulent boundary layer and thus prescribes a constant value of the turbu-
lent Prandtl number. However, the assumption of zero total temperature fluctuation in
Morkovin’s hypothesis is not valid across a shock wave and highly cooled turbulent
boundary layer. The applicability of Morkovin’s hypothesis has been called into ques-
tion by several researcher in last decade. Leschziner [28] and Duan [16] suggest that



60 S. Roy & K. Sinha

FIGURE 1. Schematic of a distorted shock wave while interacting with the upstream turbulence.

the amount of total temperature fluctuations T ′0 can be neglected up to a moderate Mach
number 3 and wall cooling ratio Tw/Tr 0.5. As per the work of Duan et al. [16], the rms
value of T ′0 is close to 25% of mean total temperature for a Mach 5 turbulent boundary
layer with Tw/Tr equal to 0.18.

The work of Xiao et al. [3] and others show that a variation of turbulent Prandtl number
improves the heat flux prediction capabilities of standard turbulence models significantly.
We use the conservation of total enthalpy to model the shock-normal turbulent heat
flux behind the shock wave. The shock wave undergoes unsteady motion in response
to the fluctuations in a turbulent flow, see Fig. 1. The deviation of the shock from its
mean position is taken as ξ(y,z,t), such that the temporal derivative ξt represents the
instantaneous shock speed in the streamwise direction. The total temperature in the
shock reference frame is written as

T0 = T + T ′ +
(u+ u′ − ξt)2

+ v′2 + w′2

2cp
. (2.3)

Here, u,v,w are the velocity components, overbar represents mean flow quantity and
primes denote turbulent fluctuations. Assuming the shock speed and fluctuations to be
small as compared to the jumps in the mean flow quantities across the shock, the lin-
earized total temperature conservation across the shock is given as:

T ′1 +
u1u
′
1

cp
= T ′2 +

u2u
′
2

cp
+
ξt
cp

(u1 − u2), (2.4)

where 1 and 2 denote the shock upstream and downstream location respectively. The
left-hand side of the above equation represents the upstream total temperature fluctu-
ations whereas the first two terms in the right hand side denote the downstream total
temperature fluctuation and the last term in the right hand side corresponds to the un-
steady shock oscillation.

The level of upstream total temperature fluctuations in a boundary-layer is not readily
available in RANS simulations for non-adiabatic walls. We follow the work of Huang et
al. [29] to find a relation between upstream velocity and temperature fluctuations. The
modified strong Reynolds analogy of Huang , also known as Huang’s strong Reynolds
analogy (HSRA), is based on the the mixing length assumption and it is found to match
the DNS data well compared to any other form of the strong Reynolds analogy (SRA).
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As per HSRA the velocity-temperature fluctuations in a compressible turbulent boundary
layer is given as

AuT = −T
′/T
u′/u

= (γ − 1)M2 1

PrT

(
∂T0

∂T
− 1

)−1

. (2.5)

We denote the left hand side of the above equation as AuT for simplicity. Roy and
Sinha [25] use the local flow variables to compute temperature derivative in a CFD sim-
ulation and thus compute AuT . In this work, we use Walz’ temperature distribution [27]
for zero pressure-gradient turbulent boundary layer to calculate the temperature deriva-
tive and the AuT expression becomes

AuT = (γ − 1)M2

1− u∞
2u

 1− Tw
Tr

1− T∞
Tr


 . (2.6)

Note that the above expression will get back to the Morkovin’s hypothesis for adiabatic
wall (Tw/Tr = 1). We use the above expression of AuT in the left hand side of Eq. 2.4
to get

−AuTu′1
T1

u1
+
u1u
′
1

cp
= T ′2 +

u2u
′
2

cp
+
ξt
cp

(u1 − u2) (2.7)

On taking a moment with u′2, we get

u′2T
′
2 = −u2

cp

(
u′22 + u′2ξt(r − 1)− ru′1u′2 +AuT cp

T1

u2u1
u′1u
′
2

)
, (2.8)

where r is the mean density ratio across the shock wave. The unclosed correlation u′ξt is
modeled as per the shock-unsteadiness model of Sinha et al. [6] and its computationally
robust form given by Roy et al. [5]

u′ξt = b1u′2 with b1 = 0.4 + 0.2AuT + 0.6

(
6− r

5

)5.2

. (2.9)

The above equation is based on the assumption that the unsteady shock motion is
caused by the incoming turbulent velocity fluctuations, and the closure coefficient b1 is
obtained from linear interaction analysis. The aforementioned model accounts only the
shock motion at frequencies comparable to that of the incoming turbulence. Additional
low-frequency shock oscillations, observed in the SBLI, have a negligible correlation
with the turbulent velocity fluctuations in the boundary layer. Such low frequency shock
motion do not contribute to the u′ξt correlation. We thus get the downstream shock
normal heat flux as

u′T ′ = − u
cp
u′2 (1 + b1(r − 1)− β) , (2.10)

where β = αr(1−AuT /(γ−1)M2
1 ) and α =

u′1u
′
2

u
′2
2

= 0.6+0.4

(
6− r

5

)5.2

. The equivalent
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turbulent Prandtl number is given as

PrT =
3

4

(
1

1 + b1(r − 1)− β

)
, (2.11)

where the shock-normal Reynolds stress is modeled in terms of the Boussinesq approx-
imation .

The above expression of PrT is very similar to that of Roy and Sinha [25] except
the β term which combined the effect of upstream velocity and temperature fluctuations
here. Also the AuT expression is calculated using Huang’s strong Reynolds analogy and
Walz’s equation to incorporate the wall cooling effect.

2.2. Shock function formulation
Roy et al. [5] composed a transport equation for a scalar shock function ψ to evaluate the
mean density ratio at the shock region. The turbulent Prandtl number is then modeled
in terms of ψ. The transport equation for ψ is such that it deviates from its undisturbed
value ψ0 only in the regions of strong compression and gradually relaxes back from the
shock value to the reference value.

∂(ρψ)

∂t
+
∂(ρũiψ)

∂xi
= ρψSii − ρ(ψ − ψ0)

√
ũiũi
Lε

, (2.12)

where Sii = ∂ũi

∂xi
is the mean dilatation,

√
ũiũi is the mean velocity magnitude and

Lε =
√
k/ω is the dissipation length scale in the k-ω framework. Integrating the differen-

tial equation across a shock gives the shock value ψs as

ψs
ψ0

=
u2

u1
=

1

r
(2.13)

Thus, ψs is an indicator of the shock strength and an upstream undisturbed value of
ψ0 = 1 ensures that we get ψs = 1/r at the shock location.

Substitution of r = 1/ψ in Eq. (2.11) gives an expression for turbulent Prandtl number
as

PrT =
3/4ζ

1 + b1(ψ−1 − 1)− β (2.14)

where an additional factor ζ is introduced to make the formulation consistent with the
conventionally accepted PrT value of 0.89 in boundary layers without shock waves. For
vanishing shock strength in the limit M1→ 1, r→ 1 and ψ→ 1 , PrT should take a value
of 0.89. Thus, ζ is defined as

ζ = 1 +

(
0.89

0.75
(1− β)− 1

)
exp

(
χ(1− 1

ψ
)

)
. (2.15)

such that it approaches 1 in the presence of shock waves. Here χ is model parameter
and its value is equal to 1000; see Roy et al. [5] for more details.

3. Results
We consider the axisymmetric cone-flare configurations of Holden et al. [30] and the

test conditions are listed in table 1. The geometry consists of a 2.5 m long (horizontal
length) 7◦ half-angle cone and a 40◦ flare, which gives a 33◦ turning angle at the cone-
flare junction. The computational domain extends from the tip of the cone to the end of
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De�ection ρ∞ T∞ Tw Re∞/m Tw/Tr H0 k∞,10
−3 ω∞,10

4

angle M∞ (kg/m3) (K) (K) ×106 (MJ/kg) (m2s−2) (s−1)

Cone- 33◦ 8.21 0.0437 60.4 306.5 14.30 0.38 0.87 5.00 0.54
�are 33◦ 7.18 0.0572 66.6 302.5 15.60 0.44 0.76 3.90 0.50

TABLE 1. The freestream and wall conditions in the SBLI experiments [30].

FIGURE 2. Computational mesh with boundary conditions showing every third point in each
direction.

FIGURE 3. Schematic sketch of Edney type VI shock–shock interaction [31].

the flare, and the outer boundary is tailored to the inviscid cone shock. The computa-
tional grid consists of 450×150 points, with fine grid at the cone tip and the cone-flare
junction; see Fig. 2. Refining the grid to 850×250 points shows minimal changes in the
solution, within 1.5% in the flare heat flux prediction for the strongest interaction at Mach
8.21. The first point next to the wall is placed at 10−6 m, which is equivalent to 0.5 wall
units or less along the cone-flare surface. A small symmetry plane is added in front of
the cone tip to avoid a stagnation point boundary condition.

The flow topology for Mach 8.21 case is similar to that presented in [31], where an
intersection of the separation shock with the reattachment shock results in a type VI
shock-shock interaction. Expansion waves and high entropy shear-layer are emanated
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FIGURE 4. Comparison of computed temperature contours, using (a) shock unsteadiness k-ω
model, and (b) experimental schlieren image [30] for M∞ = 8.21 case.

at the shock-shock interaction point; see Fig. 3 for further details. The computed temper-
ature contours for Mach 8.21 case, using shock unsteadiness k-ω model is compared
with the experimental schlieren image in Fig. 4. The shock-shock interaction does not
appear to be as clear in experimental schlieren image. A thick boundary layer is formed
ahead of the separation shock. The boundary-layer undergoes a compression across
the separation shock and bifurcates into two parts. A part of it forms the separated re-
gion and part of it flows above separation bubble and further gets compressed across
reattachment shock.

The variation of surface properties are shown in Figs. 5 and 6 for both the cases.The
baseline k-ω model predicts a delayed initial pressure rise as compared to the exper-
iment and predicts a smaller separation bubble, the new model along with shock un-
steadiness k-ω model on the other hand mimics the experimental measurements closely
for both cases cases. The pressure plateau between the separation (S) and reattach-
ment (R) points is predicted accurately for Mach 7.18 case, however, it gives a smaller
pressure rise at the reattachment location for the strongest Mach 8.21 interaction. The
wall pressure drops slightly across the expansion waves after the reattachment region
(see Fig. 3) and matches with experiment far downstream.

The wall heat transfer rate computed in the interaction region shows the effect of
lower turbulent Prandtl number clearly. The predictions are comparable to the experi-
mental measurements in the reattachment region and in the recovering boundary layer.
The heat flux trend inside the separated region also compares well with the experimental
data. By comparison, the baseline k-ω model with constant PrT overpredicts the peak
heat flux by about 50 % and the trends at the separation point are qualitatively different
from that observed in the experiments. The variation of the turbulent Prandtl number
based on the shock physics and boundary layer data is thus found to significantly im-
prove the heat flux predictions.

4. Conclusion
In this work, we develop a turbulent heat flux model for predicting the wall heat transfer

in shock-boundary layer interaction with wall cooling/heating effect. The current model
is based on the physics of unsteady shock motion in a turbulent flow, boundary layer
DNS data and linear analysis. The model is particularly suitable for high-speed flows
with wall cooling. It uses the shock-unsteadiness parameter for flows with upstream
vortical and entropic fluctuations typical of hypersonic turbulent boundary layers. The
algebraic nature of the new model makes the CFD implementation easier and it can be
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FIGURE 5. Comparison of surface pressure for M∞ = 7.18 and 8.21 respectively, using baseline
k-ω and the new variable PrT models with the experimental data of Holden [30].

FIGURE 6. Comparison of wall heat flux for M∞ = 7.18 and 8.21 respectively, using baseline k-ω
and the new variable PrT models with the experimental data of Holden [30].

used with any turbulence model. The new model is then applied to cone-flare geometry
at hypersonic Mach numbers with moderate wall cooling and it is found to predict the
peak heat transfer consistently well for both the cases. We will apply the model for highly
cooled walls (Tw/Tr close to 0.1 – 0.2) in the near future.
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