
Sonderforschungsbereich/Transregio 40
Proceedings of the Summer Program 2017

1

Cluster-based reduced-order modeling of the
transonic wake of a generic space launcher

configuration
By S. Loosen†, E. Kaiser‡, B. R. Noack¶, W. Schröder†.

† Institute of Aerodynamics and Chair of Fluid Mechanics
RWTH Aachen University, Wüllnerstraße 5a, 52062 Aachen, Germany

‡ Department of Mechanical Engineering
University of Washington, Seattle, WA 98195, United States

¶ LIMSI-CNRS, UPR 3251, 91405 Orsay cedex, France

The turbulent wake of a generic planar space launcher configuration is numerically in-
vestigated at transonic freestream conditions (M∞ = 0.8 and ReD = 6 · 105) using a
zonal RANS/LES-method. For the understanding of the asymmetrical loads acting on
the engine extension of space launchers, the time resolved turbulent wake flow field
is analyzed using cluster-based reduced-order modeling (CROM) to distil dominant co-
herent structures hidden in the multiple spatio-temporal scales of turbulence. First, the
time resolved high-dimensional flow snapshots are decomposed into a small number
of geometrically close subsets, called clusters which are represented by their center of
mass, named centroids. Second, the transitions between the centroids are modeled by
a Markov process. Further analysis of the derived model reveals insights into the phys-
ical mechanisms in the flow. In the distribution of the streamwise velocity component
and the skin-friction coefficient of the resulting centroids, a streamwise elongation and
contraction of the separation region and wedge-shaped reattachment regions can be
observed. This behavior is similar to the cross-pumping motion previously detected in
the same flow configuration by dynamic mode decomposition (DMD). In addition, the
extracted CROM modes show a dynamical behavior which is related to the pumping of
the recirculation region and cross-flapping of the shear layer.

1. Introduction
The separating and subsequent reattaching flow occurring at the abrupt contour junc-

tion between the mainbody and the attached thrust nozzle of classical space launchers
exhibits many similarities with the turbulent flow over a backward-facing step (BFS). Due
to its simplicity the BFS flow which is characterized by a straight and fixed separation
line has become an important test case for separating-reattaching turbulent shear flows.
In the last decades the two-dimensional BFS flow has been extensively studied exper-
imentally, e.g., by Bradshaw & Wong [1], Eaton & Johnston [2], Driver et al. [3], and
Simpson [4], and numerically, e.g., by Friedrich & Arnal [5], Silveira Neto et al. [6], Le et
al. [7], and Lee & Sung [8]. The main flow features of the BFS flow are summarized in
Fig. 1. In nearly all of the above mentioned studies, two types of fluctuating motions are
found. The lower frequency mode at a Strouhal number of Srh = 0.012 − 0.014 based
on the step height and the freestream velocity reflects an overall increase and decrease
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of the separation bubble or shear-layer "flapping" as it is commonly called in the litera-
ture. As a result of the flapping motion the instantaneous impingement location of the
separated shear layer varies by about two step heights around the mean reattachment
position. The "flapping" motion was firstly explained by Driver et al. [3] who attributed
the shrinking size of the separation bubble to large vortical structures containing more
forward momentum than its neighbors escaping the reattachment region without los-
ing too much mass to the recirculation bubble. The higher frequency mode exhibiting
a more broadband spectrum with a Strouhal number between Srh = 0.065 − 0.08 is
attributed to a spanwise Kelvin-Helmholtz like vortex formation and shedding at the step
corner. According to Driver et al. [3], the energy spectrum of the pressure fluctuations is
predominated by the higher frequency shedding of spanwise vortical structures and the
low-frequency flapping motion only contributes little to the total energy. More recently,
Statnikov et al. [9] and Scharnowski et al. [10] analyzed the three-dimensional wake of
a generic planar launcher consisting of a BFS with a long forebody. It was shown that
the reattachment position varies over time not only in the streamwise but also in the
spanwise direction leading to a formation of wedge-shaped reattachment regions. Us-
ing a DMD analysis this variation in the reattachment process can be traced back to a
coherent longitudinal cross-pumping motion of the recirculation bubble at Srh = 0.012
and a cross-flapping motion of the shear layer at Srh = 0.07.

Besides the presented studies on planar configurations many experimental and nu-
merical investigations on different axisymmetric configurations ranging from axisymmet-
ric backward-facing steps up to scaled real launchers including the solid booster have
been conducted, e.g., Deprés et al. [11], Deck & Thorigny [12], Pain et al. [13], Marié
et al. [14], Schrijer et al. [15], and Statnikov et al. [16, 17] . Schrijer et al. used proper
orthogonal decomposition (POD) to analyze a time series of snapshots of 2D-PIV mea-
surements and detected two dominant wake modes containing the majority of the tur-
bulent kinetic energy. The first low frequency mode captures an oscillating growing and
shrinking of the separation zone, most probably being the counterpart of the shear-layer
"flapping" detected in the planar BFS flows or to the more recently observed three-
dimensional cross-pumping motion by Statnikov et al. [9] in a planar space launcher
configuration. The second higher frequency mode describes an undulating motion of
the shear layer coinciding with the vortex-shedding of the BFS flow (Le et al. [7]) and
the cross-flapping motion of the planar space launcher (Statnikov et al. [9]). Deprés
et al. [11] and Deck & Thorigny [12] experimentally and numerically investigated the
wake of an axisymmetric launcher configuration. Using two-point correlation analysis on
the instantaneous wall pressure signal located at opposite sides in the azimuthal direc-
tion on the nozzle, an anti-phase oscillation at a Strouhal number of SrD ≈ 0.2 was
detected causing undesired side loads. They assumed that those periodic side loads
are generated by helical vortical structures in the wake. Such a helical mode, however,
has not been visualized yet. More recently, Statnikov et al. [9] performed a dynamic
mode decomposition of the flow around a generic Ariane 5-like configuration to analyze
the coherent structures being responsible for the side forces. Three distinct modes at
SrD ≈ 0.1; 0.2; 0.35 were detected. The low frequency mode describes a longitudinal
cross-pumping motion of the separation region, the second mode is associated with a
cross-flapping motion of the shear layer caused by antisymmetric vortex shedding, and
the high frequency mode represents a swinging motion of the shear layer.

The above summarized unsteady behavior of separating/reattaching flows and the
connected pressure fluctuations and dynamic loads can lead to undesired structural



CROM of the transonic wake of a generic space launcher configuration 3
incomming

secondary

recirculation region
recirculation 

region

time averaged

dividing streamline

δ

h

reattachment

zone

mean reattachment

position

boundary layer

FIGURE 1. Sketch of the topology of a backward-facing step flow

vibrations known as the buffeting phenomenon, if the frequency of the loads excites
structural modes of the thrust nozzle. During the high dynamic pressure phase of the
flight at a freestream Mach number of M∞ = 0.8, the aerodynamic loads feature the
highest amplitudes which can disturb the launchers stability or even result in critical
structural damage leading to a complete loss of the launcher under unfavorable cir-
cumstances. Because of the highly turbulent character of the wake flow, an accurate
prediction of the dynamic loads is still a challenging task. In practice, this leads to in-
creased safety margins and thereby to an overall reduced efficiency of the launcher. For
the design of future more efficient and reliable space launcher systems, it is essential
to precisely predict these buffet loads and to develop efficient flow control devices to
stabilize the wake dynamics and to avoid the buffet phenomenon without penalizing the
launcher’s total performance. Therefore, a profound understanding and description of
the wake flow mechanisms and their interaction is necessary which can be achieved by
a reduced order model that describes the intricate wake flow by a reduced number of
modes.

An alternative technique to extract spatio-temporal structures and their dynamic inter-
actions is cluster-based reduced-order modeling. CROM is a relatively novel framework
originally introduced by Kaiser et al. [18] for the identification of physical mechanisms
and transition processes in complex systems like turbulent mixing layers. In particular, it
combines cluster analysis and transition matrix models to frame high-dimensional, non-
linear dynamics into a low-dimensional, linear model in the probability space and has
strong connections to linear operators of dynamical systems, such as Perron-Frobenius
and Koopman operators [19]. As demonstrated below CROM yields spatio-temporal
modes associated with particular frequencies and/or decay rates. Moreover, the frame-
work yields a linear model that incorporates nonlinear mechanisms, which is particular
useful facilitating estimation, prediction and control of nonlinear systems. In this study,
the three-dimensional turbulent wake flow of a planar space launcher at Ma∞ = 0.8
is investigated using CROM to distil the physical mechanisms leading to the periodic
undesired dynamic loads on the nozzle structure. In particular, we demonstrate how
spatio-temporal modes representing the dominant coherent structures can be extracted
from data using CROM. The time resolved flow is computed using a zonal RANS-LES
approach.

The paper is organized as follows. In Sec. 2, the investigated geometry and the flow
parameters including the zonal RANS/LES method and the computational grids are pre-
sented. The CROM framework and the model selection process using information crite-
ria is briefly described in Sec. 3. In Sec. 4, the results of the simulation are presented.
First, a short description of the wake flow topology is given. Then, the findings of the
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FIGURE 2. Geometry parameters of the investigated generic planar transonic configuration.

cluster analysis applied to the LES data and the identified CROM model and its proper-
ties are presented. Finally, conclusions are drawn in Sec. 5.

2. Numerical simulation
In this section, the computational approach, i.e., the investigated geometry and flow

parameters, the zonal RANS/LES method, and the computational grid is discucced.

2.1. Geometry and flow conditions
The geometry of the investigated generic planar space launcher is given in Fig. 2. The
launcher model, which was defined in the framework of the German Collaborative Re-
search Center Transregio 40 [9], is composed of a long shock-free forebody to avoid
undesired shock-boundary interaction upstream of the investigated wake flow area and
a backward-facing step. The forebody consists of a main body with a reference thickness
of D and a length of 4D and a long nose with a length of 6D. The main body diameter
D and the step height h = 0.3D of the BFS are chosen as reference values. The origin
of the frame of reference is located in the lower corner of the BFS. The x-axis defines
the streamwise direction and the y-axis the wall-normal direction.

Since the dynamic loads feature the highest nominal amplitudes during the transonic
stage of the flight trajectory [20], the simulations are performed at a freestream Mach
number of M∞ = 0.8. The Reynolds number based on the thickness D of the space
launcher is ReD = 0.6 · 106

2.2. Zonal RANS/LES flow solver
The time resolved computations are performed using a zonal RANS/LES solver which
is based on a finite-volume method. The computational domain is split into two zones,
see Fig. 3. In the zones where the flow is attached, i.e., the flow around the forebody the
RANS equations are solved. The wake flow characterized by the separated shear layer
is determined by the LES.

The Navier-Stokes equations of a three-dimensional unsteady compressible fluid are
discretized second-order accurate using a mixed centered/upwind advective upstream
splitting method (AUSM) scheme for the Euler terms. The non-Euler terms are approx-
imated by a second-order accurate centered scheme. For the temporal integration an
explicit 5-stage Runge-Kutta method of second-order accuracy is used. The monotone
integrated LES (MILES) method determines the impact of the sub-grid scales. The so-
lution of the RANS equations is based on the same discretization method. To close the
time averaged equations the one-equation turbulence model of Fares & Schröder [21]
is used. For a comprehensive description of the flow solver see Statnikov et al. [9,22] .
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FIGURE 3. Zonal grid topology, every 4th grid point is shown.

2.3. Computational mesh
In the zonal approach, the computational domain is divided into a RANS part enclosing
the attached flow around the forebody and an LES grid for the wake, as shown in Fig. 3.
To reduce the computational costs, the simulation is only performed for the upper half
of the flow field. The RANS domain around the forebody extends to approximately 10D
in the wall-normal direction and ends at x/D = −0.05 just upstream of the trailing edge
of the main body located at x/D = 0. The LES section extends in the streamwise di-
rection from x/D = −0.5 to x/D = 10 and in the wall-normal direction, like the RANS
mesh from y/D = 0 to y/D = 10. To ensure a fully developed boundary layer a transi-
tion length of approximately three boundary-layer thicknesses is required by the RSTG
approach. Since the boundary-layer thickness directly upstream of the base shoulder
is δ = 0.15D, the LES inflow plane is positioned at x/D = −0.5 to guarantee a fully
developed turbulent boundary layer upstream of the BFS geometry.

The characteristic grid resolution in the area within the transition zone in inner wall
units l+ = uτ/ν is ∆x+ = 50, ∆y+ = 2, and ∆z+ = 30 for the LES zone and ∆x+ = 350,
∆y+ = 1, and ∆z+ = 1500 for the RANS domain. The resolution is chosen according to
typical mesh requirements in wall-bounded flows outlined by Choi & Moin [23]. In total,
125 million grid points are used for the zonal setup.

3. Methodology
In the following, we will consider a high-dimensional state u ∈ RN with N � 1,

which may be obtained from experiments or by discretizing a partial differential equation
(PDE), that is governed by a nonlinear dynamical system

d

dt
u = f(u). (3.1)

We assume that a collection of high-dimensional velocity field data is available, which is
denoted by {u(x, tm)}Mm=1, where u(x, tm) is the m-th realization at time tm = m∆t with
constant timestep ∆t over a fixed domain Ω with spatial coordinate x.

3.1. Cluster-based reduced-order modeling (CROM)
Cluster-based reduced-order modeling was introduced in [18] to discover the underlying
low-dimensional dynamics of complex systems in an unsupervised manner, inspired by
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works in cluster analysis (Burkardt et al. [24]) and transition matrix models (Schneider
et al. [25]) in fluid dynamics. CROM is a data-driven, equation-free strategy that frames
high-dimensional, nonlinear dynamics into low-dimensional, linear, probabilistic dynam-
ics. First, k-means clustering [26] is employed to partition the data into few groups, called
clusters, whose members exhibit similar kinematic features. Then, interactions between
those clusters are modeled as a Markov process. Further analysis of the model reveals
insights into properties of the attractor, e.g., different dynamical regimes and precursors
to desirable and undesirable events can be identified. The CROM framework has been
recently extended to incorporate control [27] and for the placement of sensors which
yield topologically identical models [28].

K-means clustering is a heuristic algorithm that aims to group observations such that
the similarity of those belonging to the same group is maximized, while that of those
belonging to different groups is minimized. The clusters are represented by their center
of mass, called centroids, which yield a low-dimensional kinematic description of the flow
data. The data space is partitioned into K centroidal Voronoi cells [29] by minimizing the
total cluster variance defined by

{c1, . . . , cK} = arg min
c′
1,...,c

′
K

K∑
k=1

∑
um∈C′

k

||um − c′k||2Ω , (3.2)

where um denotes the observation, e.g., velocity field, at discrete time tm and ck is the
centroid computed as the mean of all observations affiliated with cluster Ck. K-means
does not scale well with the dimension of the state, thus data is typically first transformed
using, e.g., POD, and k-means is then applied to the temporal POD coefficients, am =
ΨTum ∀m. If the data exhibits a low-rank structure, the process can be accelerated
further by truncating the basis in Ψ. However, this is not required for the approach and
it is advisable not to remove high-order features, which may be important. Similar to
modal decompositions such as proper orthogonal decomposition [30] or dynamic mode
decomposition [31,32], the centroids are the representative states of the flow. In contrast
to DMD modes, which are pure frequency modes, and POD modes, which are resolved
by energy content yielding mixtures of frequencies, centroids represent coarse regions
in state space exhibiting similar behavior. For strictly periodic flows, for instance, the
clustering yields coarse phase bins generalizing phase averaging.

By analysis of the temporal sequence of the observations, the propagator P of the
Markov model can be determined. The transition probabilities between clusters are
given by the maximum likelihood estimator (MLE) corresponding to

Pjk =
card{um ∈ Ck and um+1 ∈ Cj}

card{um ∈ Ck}
(3.3)

where ‘card’ denotes the cardinality. A coarse-grained probability vector on the state
space taking into account uncertainties can be evolved by powers of the propagator,

pt+1 = Ppt → pt = Ptp0 (3.4)

with pt = [pt1, . . . , p
t
K ]T where ptk denotes the probability that an observation at time t

lies in the cluster Ck. Spectral properties of the transition matrix give insight into multi-
modal behavior, i.e., regions in state space in which the system stays for a long time
before it switches to a different region, and the long-term behavior. There exists a strong
connection to the emerging field of linear operators, such as Koopman and its dual, the
Perron-Frobenius operator, for the analysis of nonlinear flows. In particular, the resulting
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CROM model corresponds to an approximation of the Perron-Frobenius operator [33].
Thus, CROM is aligned with powerful techniques where nonlinear mechanisms are cap-
tured in linear frameworks.

3.2. Model selection via information criteria
The accuracy and predictive capabilities of the transition model of CROM depend on
the length of the available data M , the number of clusters K for the partitioning, and
the time step τ of the model. While the limit K → M yields the most deterministic
model, i.e., after one iteration of the model a new cluster is visited with high probability,
its transition probabilities have a higher sensitivity to false transitions and the model
complexity increases, i.e., it is difficult to analyze with a large number of clusters. In
contrast, in the limit K → 1 the model is simple but does not resolve any dynamic
process. Here, we employ a model selection approach based on information criteria
to select good parameters K and τ . In particular, we employ the Bayesian information
criterion (BIC) [34], which is commonly used to identify the optimal order of transition
matrix models [35]. The BIC is defined as

BIC = −2 ln(L) + k ln(M) (3.5)

where L is the maximum value of likelihood obtained using MLE. The second term
penalizes the complexity of the model in terms of the number of parameters k to avoid
overfitting. Thus, BIC and similarly the Akaike information criterion are used to compare
different models and seek a balance between model fit and complexity.

4. Results
We present cluster-based reduced-order modeling of the wake of a generic space

launcher. We first discuss the wake flow topology to obtain an understanding of the prin-
cipal flow behavior. Then, the best model is selected based on the information criterion
and the corresponding state space partitioning and dynamic model is presented. Finally,
we extract modes from the model associated with spatio-temporal coherent structures.

4.1. Wake flow topology
The wake flow topology of the space launcher is shortly described, since this is impor-
tant for the overall understanding of the paper. The incoming transonic flow accelerates
along the forebody and separates at the sudden geometry change at the tail of the main-
body. The turbulent structures of the resulting free-shear layer are visualized in Fig. 4
using Q-contours. The initial small turbulent structures grow in size comparable to the
structures observed in planar free-shear layers by Winant & Browand [36], leading to
a continuous broadening of the shear layer. After three step heights the initial mainly
in the streamwise direction oriented vortices are replaced by three-dimensional struc-
tures approaching the lower wall. Further downstream, the shear layer reattaches on the
splitter plate approximately between 4 < x/h < 9 depending on the spanwise position
and time. The turbulent wake is characterized by a large number of three-dimensional
structures exhibiting various time and length scales that makes a straight forward in-
terpretation of the instantaneous flow field quite complicated. To detect the dominant
modes hidden in the multiple spatio-temporal scales of turbulence, we have performed
a CROM analysis of the three-dimensional wake flow which is discussed in the follow-
ing. A more detailed description of the turbulent wake of the investigated planar generic
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FIGURE 4. Instantaneous wake topology; visualization of the turbulent structures using
Q-contours colored by the instantaneous Mach number.

space launcher showing the characteristic spatial and temporal scales of the unsteady
wake flow is given in [9].

4.2. Cluster-based reduced-order modeling
We demonstrate the selection of a model dependent on the number of clustersK and its
time step using the BIC. If one-step transitions between clusters are analyzed, the time
step of the model becomes τ = 1∆t, where ∆t is the time step of the data. However,
in order to determine a model with time step τ = n∆t, commonly referred to as n-step
transition matrix, transition probabilities are determined by examining transitions that
occur over n∆t. For small K, the BIC displays a strong variation with both increasing
K and τ (see Fig. 5(a)). In contrast, for large K, BIC is dominated by K and τ has
diminishing influence, which is also visible in Fig. 5(b). Smaller values of BIC indicate
better models. In particular, we choose the model with K, which is a local minimum and
is large enough to resolve the main transition process, and τ = 48∆t, which yields the
most deterministic model.

The data is partitioned into K cluster and k-means is repeated 10 times to select the
most parsimonious model. The Voronoi diagram (see Fig. 6) is obtained using multi-
dimensional scaling to compute a two-dimensional feature space that approximately
preserves the mutual distances between centroids in the high-dimensional data space.
We can make several observations from Fig. 6: (1) The time series of the data is proba-
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bly not converged on the attractor or sufficiently long enough, which is corroborated by
the fact that the trajectory starts initially in cluster 9, but never visits this cluster again.
(2) The time series also may not be sufficient for a statistical analysis. Many clusters are
only passed through a few times, such as clusters 3,4,9, and 10. These observations
may pose additional challenges in the modeling process.

The velocity centroids computed on the centerline are displayed in Fig. 7. In particular,
a streamwise elongation and contraction of the separation region becomes visible in the
streamwise velocity component, e.g., when comparing cluster 4 and 10. This is related
to the flapping behavior of the recirculation area. Also a vertical expansion and contrac-
tion of the extension of the separation region can be observed, e.g., when comparing
clusters 9 and 10.

We also show the centroids based on the skin-friction coefficient in Fig. 8. In this
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FIGURE 7. Cluster centroids for the (a) streamwise and (b) transversal velocity component along
the centerline with z = const.
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configuration wedge-shaped reattachment regions have been observed, which is also
captured by the skin-friction centroids. The spanwise variation of these wedges over
different centroids indicates their unsteady behavior. Furthermore, in contrast to all other
clusters, centroid 1 exhibits a reattachment point which is nearly constant in spanwise
direction.

A flow exhibiting dominant, recurring patterns suggests that the essential dynamics
evolve on a low-dimensional attractor, which facilitates the development of reduced-
order models. The transonic wake of the space launcher is a highly turbulent flow dis-
playing a complex interaction between several low- and high-frequency phenomena,
such as the cross-pumping motion of the recirculation bubble and the cross-flapping
motion of the shear layer. Thus, extracting low-dimensional patterns and their dynami-
cal interaction is particularly challenging.

The model that provided the best balance between accuracy and complexity and se-
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lected using BIC, is presented in Fig. 9 together with its continuous-time spectrum. In
most clusters, the probability that the trajectory resides in this cluster over the timestep
of the model is zero or very small. The model is still very parsimonious with few tran-
sitions between clusters with comparably large probabilities, which suggest that this
model could be predictive.

From the eigenvectors of the transition probability matrix we can extract spatio-temporal
modes, which can be oscillatory, show no oscillations, and/or have a decay rate. Simi-
larly as DMD modes, oscillatory CROM modes come in pairs and the mode with zero
growth/decay rate and frequency (Mode 0) represents the mean flow (compare Fig. 10).
Higher-order modes typically represent higher frequencies and wavenumbers. Particu-
larly, Mode 2 seems to capture the expansion and contraction of the recirculation area,
while mode 3 seems to be associated with the cross-flapping motion of the shear layer.
In Fig. 11, the first two modes are represented for the skin-friction coefficient and the

pressure. Interestingly, the first mode in the skin-friction coefficient captures the dynam-
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FIGURE 11. First two CROM modes for the (a) fluctuation of the skin-friction coefficient, and (b)
the pressure fluctuation along the centerline with z = const.
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ical behavior of the wedge-like structures. The first mode of the pressure is associated
with the shedding of typical shear layer structures. While the velocity modes seem to
contain mixed frequency content, the modes of the skin-friction coefficient are much
cleaner. The reason lies in the low resolution of the dynamical behavior due to using
only K = 10 clusters, which seems to affect the velocity much stronger.

5. Summary and conclusions
We presented the cluster-based reduced-order modeling of the transonic wake of

a space launcher. An information-based model selection was employed to select the
model that provides the best balance between accuracy and complexity. The analysis
of the model yields several observations: (1) Certain clusters are associated with the
pumping of the recirculation area. (2) CROM modes associated with the dynamical be-
havior are related to the pumping of the recirculation area and cross-flapping of the
shear layer. A further analysis of the forces acting on the nozzle associated with each
cluster could provide valuable insight [37]. Moreover, there exists a strong connection
between CROM and DMD and the analysis suggests that CROM modes may converge
to DMD modes in the limit K →M . If so, CROM could potentially be useful as a mode-
filtering approach to select the dynamically most important modes. As CROM is based
on the clustering of the state space into few clusters, it naturally filters out subscale
structures.
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