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When the chamber pressure exceeds the critical pressure of working fluids, the super-
critical state of matter is reached and the distinction between gas and liquid becomes
blurred. For such special conditions, experimental data are scarce and need to be con-
solidated. In the present study, the results obtained from the experiment REFINE (Real-
gas Effect on Fluid Injection: a Numerical and Experimental study) are analyzed and
a first attempt to reproduce them by numerical simulation is performed. In REFINE, an
injection of Ethane into Nitrogen under sub- and supercritical conditions is performed.
The ambient gas pressure can be raised up to 6.0 MPa and warmed up to 323 K to
scan sub- and trans-critical injections. The chamber is equipped with two perpendicular
optical access for simultaneous diagnostics. Experimental data are collected from shad-
owgraph and diffused backlight illumination techniques. Quantitative measurements of
jet spreading angle and breakup length are compared to results coming from literature.

1. Introduction

Mixing is one of the most important phenomena in combustion devices because it
determines combustion efficiency and stability along with heat transfer characteristics.
In addition, most of the current understanding of turbulence and mixing is the result
of atmospheric-pressure studies and numerous numerical and experimental databases
are available. A similar work has then to be undertaken for sub-, trans- and super-critical
flows investigation, i.e. real-gas effects have to be considered. Indeed, this research
field lacks of experimental data, useful for the numerical code validation. Even if sim-
ulation has made serious progress in the last decade, numerical codes still need well-
documented experimental test cases for validation. Indeed, at supercritical state, the
fluid is neither a liquid nor a gas, but may have liquid-like density with gas-like proper-
ties: beyond the critical point (Pc,Tc), there is no distinction between gaseous and liquid
phases for pure species. In the case of mixing, depending on the considered species,
defining the state of matter becomes much more complicated [1] and modeling turbu-
lence, mixing and combustion is still a challenge [2].

The topic addressed in this project is focused on the current research program REFINE
that is held at CORIA Lab and that considers the experimental investigation and numer-
ical simulation of real-fluid injection and mixing processes under sub-, trans- and super-
critical conditions. The domain of interest of REFINE is the propulsion with application
to the automotive and aerospace science and technology where supercritical fluids may
be considered as propellants. Indeed, the need for higher efficiency and lower emis-
sion levels leads to increase pressure and temperature levels, i.e. to reach supercritical



2 N. Vallée, U. Guven, J.-B. Blaisot AND G. Ribert

properties of fluids. The objective of REFINE is to build a simple well-controlled test-
bench able to study a fluid injection under sub-, trans- and super-critical conditions and
to associate experimental and numerical diagnostics to deliver the finest information. An
ethane injection is then considered in a 5-liter high-pressure experimental chamber.
The reference experiment REFINE is detailed in section 2 and the results obtained with
shadowgraph and diffuse backlight illumination techniques are given in section 3. A first
attempt to simulate this configuration is given in section 4.

2. Reference experiment

The experiment has been designed to study injection and atomization of a non-
assisted jet under high pressures conditions. REFINE test bench is equipped with a
steel chamber able to withstand pressures up to 10 MPa and moderate temperatures
(573 K). Two optical axes through circular silica windows of d = 120 mm are available for
simultaneous measurements (see Fig. 1). The chosen working fluids are Ethane (C,Hg,
T. = 305.3 Kand p. = 4.87 MPa) and Propane (CsHs, T. = 369.8 K and p. = 4.25 MPa).
Their moderate critical pressure and temperature are within the range of operating con-
ditions achievable in the chamber. A one-liter pump supplies the working fluid at the
liquid-gas equilibrium pressure. Before injection, the pump is filled up, and then the
fluid contained inside the vessel of the pump is compressed to the target pressure plus
0.05 MPa to prevent the ambient fluid in the main chamber from entering the pump and
creating an effervescent jet.

Light Source

FIGURE 1. REFINE injection chamber.

The injection is performed with a sharp-edged stainless steel tube of 210 mm long,
with a 4 mm outer diameter and a 2 mm inner diameter. The injector can be moved
vertically over a 150 mm stroke by a motorized system located on the top of the chamber,
to explore the jet further downstream. The rig is fully instrumented with thermocouples,
pressure gauges and mass flow meters as indicated in Fig. 2. The chamber is filled
with Nitrogen and the pressure is controlled with a pressure regulator having a precision
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of +£0.1 MPa. To warm up the ambient fluid, two Mica heating plates are placed at the
bottom of the chamber and a heater (Fig. 2) is inserted just before the feeding of N,.
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FIGURE 2. Flowchart of REFINE test bench.

Heater

Two optical diagnostics, diffused back-light illumination (DBI) and shadowgraphy, are
used to quantify the injection and atomization of the working fluids. The main difference
between these two techniques lies in the light source arrangement. For shadowgraph,
a collimated laser diode (Cavitar) is used whereas a stroboscope flash-lamp (MVS-
2601) with a glass diffuser is used for DBI. The DBI allows for detecting the largest
density gradients, which are essentially located at the liquid-gas interface contrary to
shadowgraph that detects smoother density gradient.

3. Post-processing experimental images

A set of images using the shadowgraph and DBI techniques has been recorded
for various inlet velocities, temperature (7.,) and pressure (P) in the chamber. In the
present cases, P varies from 4.0 to 6.0 MPa and 7., = 293 K or T,;, = 323 K. The
results for injection of ethane into nitrogen are shown in Fig. 3 and 4, for a chamber
pressure P = 6.0 MPa.
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FIGURE 3. Shadowgraphs of ethane into nitrogen at P = 6.0 MPa.
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FIGURE 4. DBI of ethane into nitrogen at P = 6.0 MPa.

3.1. Spreading Angle

The spreading angle is evaluated from shadowgraphs, based on the localization of the
C,Hg/Ny mixing layer. As it can be seen on the raw image in Fig. 5, the background
illumination is not homogeneous, i.e. darker in the corners and lighter in the center.
Raw images are normalized to correct these defects and obtain a uniform background.
Then, images are binarized with a threshold level chosen to separate the jet of ethane
from the ambient nitrogen. The mixing layer region is determined by calculating the

Raw Normalized - Standard Std deviation
shadowgraph image 2evelimage deviation filtlgred

'=i:

FIGURE 5. Steps of post processing for the spreading angle, 6s.

standard deviation from 120 binarized images. A second threshold is then applied to
get clear boundaries of the mixing layer region. Applying a linear regression on these
regions yields the slope indicated by the two lines in Fig. 5, giving the spreading angle,
(#s). This technique is repeated for all operating conditions and the spreading angles
are plotted in Fig. 6 against the density ratio p.,/pjet, With pcs, the density of N, and
pjet, the density of CoHg. Increasing the velocity injection of CoHg or the pressure in
the chamber leads to an increase of 6g,VT,;,. These results are in agreement with the
observations of Mayer et al. [4]. Results from Cherhroudi et al. [3] for an injection of
liquid N> into gaseous N, are also plotted in Fig. 6, showing a similar trend.
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FIGURE 6. Spreading angle versus the chamber to injectant density ratio. For comparison, spread-
ing angle (As) for injection of liquid N2 into N2 at ambient temperature from Fig. 8 of Chehroudi?s
paper [3] are added for comparison.

3.2. Dark core length

The dark core length is estimated from DBI technique that highlights the strongest gradi-
ents in the flow. In the particular case of a liquid injection, an interface can be clearly de-
termined contrary to supercritical cases where a diffuse mixing layer between the dense
and light fluids may occur. As shown in Fig. 4, two types of jet structure are observed.
For the two lowest velocities at ambient temperature (7., < T.), the first discontinuity
in the jet can be clearly identified and measured directly on raw images. This mea-
surement will be called breakup length Lg,,. For other conditions, i.e. inside the dashed
rectangle in Fig. 4, a cloud of drops does not make possible this direct measurement
and a probability approach is used to deliver the dark core length, Lp..

Evaluating the breakup length follows the methodology used to evaluate the spreading
angle. A threshold is accurately chosen to delineate the interface of the continuous
object attached to the injectors lips. This point is highlighted in Fig. 7 for a jet identified
in second wind-induced regime [5]. Such a procedure is performed for 600 raw images
to obtain probability density function (pdf) of Lg,. In Fig. 8), the shortest breakup length
is found for V' = 0.25 m/s and Lp, increases with the discharge velocity. The pdf of
Lpg,, are wider for the largest velocity and for V' = 0.25 m/s the maximum peak is better
defined. Finally, increasing the pressure in the chamber slightly reduced L g,,.

Considering an atomized jet, i.e. when the liquid injection leads to a cloud of drops,
the different steps of post-processing are still the same except that an average of 600
continuous object images is computed (see Fig. 9) for the same injection conditions.
Finally, a second threshold is used to define the most probable dark core length (Lp.).
The dark core length Lp. is plotted against the inlet velocity in Fig. 10. The breakup
length determined for the two lower velocities at ambient temperature are also indi-
cated on the graph, showing the same range of values and thus making the analysis
consistent. The dark core length growths with the inlet velocity regardless the pressure
in the chamber and the ambient temperature under consideration. When L. reaches
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FIGURE 7. Methodology for post processing the breakup length, H = Lg,,.
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FIGURE 8. Probability density function (pdf) of Lz, given in mm with 7., = 293 K.

zero, a gaz jet were observed during the injection. As for the calculation of L, when
V = 0.25 m/s, increasing the pressure in the chamber slightly decreases the dark core
length at T,.;, = 293 K. A clear conclusion cannot be drawn for the other inlet velocities.
Switching the temperature of nitrogen from 7., = 293 K'to 7., = 323 K shiftes the values
of Lg, about 10 mm. Also, the cases P = 5.0 MPa with V' = 0.25 m/s or V' = 0.50 m/s
have values of L, lower than expected compared to the cases with T;;, = 293 K.

4. Numerical simulations

The simulations presented thereafter have been performed using the parallel solver
SiTCom-B (https://wuw.coria-cfd.fr/index.php/SiTCom-B) that solves the fully com-
pressible Navier-Stokes equations for multi-species reacting flows. SiTCom-B is based
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FIGURE 9. Methodology of post processing the dark core length, H = Lp..
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FIGURE 10. Dark core length plotted against the inlet velocity.

on an explicit finite volumes scheme written for cartesian grids. The convective terms
are computed resorting to a fourth-order centered skew-symmetric-like scheme [6] and
the diffusive terms are computed using a fourth-order centered scheme. Time integra-
tion is performed using a fourth order Runge-Kutta method [7,8]. The spatial discretiza-
tion scheme is augmented by a blend of second- and fourth-order artificial dissipation
terms [9—11]; these terms are added in order to suppress spurious oscillations and damp
high-frequency modes. A sensor based on pressure and density gradients insures that
the artificial dissipation is applied only to zones of interest, i.e. where either strong gra-
dients of density or pressure, which cannot be resolved by the mesh, are detected [12].
The Navier-Stokes characteristic boundary condition formalism developed by Petit et
al. [12] in the context of fluids featuring real-gas effects is used.

To simulate supercritical flows, SiTComb-B numerical code features real gas thermo-
dynamic [13, 14]. A cubic equation of state (EoS) replaces the classical ideal gas law,
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linking the pressure, p, temperature, 7' and density, p, as

_ pRT praa(T,w) (4.1)
p_Wfbp W2 4+ ubWp + wb?p?’ '

where R, is the universal gas constant and W the molecular weight of the fluid mixture,
W = z,f:l X Wy, with X, the mole fraction of species k£ (among N, species). v and w
in Eq. (4.1) are chosen according to the desired model of E0S, i.e. the Peng-Robinson
(PR) EoS in this study (v = 2 and w = —1 [15]). The Van der Waals mixing rules are
used for mixtures: aa = ZZ].V:S"I ;.Vj’l X X;/aiaza;a;(1 — ki) and b = Zf\ﬁ‘i X;bi. Kk is
the binary interaction coefficient. The constants «; (attractive forces), b; (co-volume of
particles) and «; are determined from universal relationships [15], involving the critical
temperature and partial pressure of species k, T., and p.,, respectively, as well as the
acentric factor, which quantifies the deviation from the spherical symmetry in a molecule.
SiTComb-B numerical code [12, 16, 17] solves the fully coupled conservation equa-
tions of momentum, species and energy. In what follows, u; is the velocity component in
the x;-axis (spatial coordinate), ¢ is the time and p the density.
e Assuming a newtonian fluid and neglecting the volume forces, the equation of momen-
tum is written:

8(pui) ﬁ N 80'1']'
8t + axj (puju’l) - (930] )

with the stress tensor, o,;, expressed with the viscous tensor, 7;;, and pressure, p: o;; =
T;; — pdi;. ;5 is the Kronecker symbol. In Eq. (4.2), the viscous tensor is given by

=k Zu) s, , 4.

= (v 50) amk‘“”(axj +5) (49
where 1 denotes the molecular dynamic viscosity and « the bulk viscosity, which de-
pends on the local properties of the fluid. In this study, the bulk viscosity is neglected

and k = 0.
e The mass conservation equation for species k in a pool of Ny, species is written:

9 (pYk)
ot

(4.2)

0
+ 50 (p(uj + Vi,j)Yk) =0, (4.4)
z;

where Y}, is the mass fraction of species k and p = ZkNgl pYk. Vi ; is the jt" component
of the diffusion velocity V of species k.

e The energy equation is written for the total non chemical energy (F), i.e. the sum of
sensible energy and kinetic energy, as

d(pE) 0 9q; , 0
s B = 2 (g 4.
The heat flux vector required in Eq. (4.5) for a multi-component flow is given by
Ngp
q=AVT +p > hexYiVi. (4.6)
k=1

A is the thermal conductivity of the mixture and k, i, the sensible enthalpy of species k.
Classical techniques used to evaluate transport properties (viscosity, x, and thermal
conductivity, A\) are replaced by accurate high-pressure relations proposed by Chung et
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al. [18], which extends the Chapman-Enskog theory by introducing a dense-fluid correc-
tion. Neglecting the baro-diffusion effects, the expression for diffusion velocity of species
k in the mixture, which appears in Eq. (4.4) and (4.6), is written as,

Negp
Vi=-> DuVX, (4.7)
=1

with Dy, the multi-component diffusion coefficients, and X;, the mole fraction of species
1. A high-pressure correction is applied to the evaluation of Dy, [19].

The case under study from the REFINE experiment corresponds to a supercritical
injection of ethane into nitrogen at V. = 1.0 m/s, 7., = 323 K and P = 6.0 MPa.The
modeling of the two-dimensional target configuration is shown in Fig. 11 where ethane is
injected from the left to the right. A 1/7th power law for the inlet velocity of ethane is used
to mimic the mean velocity profile in a turbulent pipe flow. The computational domain is

No-slip wall

J

No-slip wall —
— NSCBC
outlet
NSCBC inlet: C,H, :>T r ﬂ
LIP: Adabatic slip wall Symmetry

FIGURE 11. Target configuration with boundary conditions.

45h long in the axial direction and extends over 10h in the transverse direction, with h,
the injector lip. A constant mesh size of A, = 50 um is used. And finally simulations
are carried out with a mesh which contains 180.000 cells. The instantaneous fields of
pressure, velocities and ethane mass fraction are provided in Fig. 12. The background
pressure of 6.0 MPa is well recovered by simulations and a mixing layer between the
ambient nitrogen and ethane develops naturally. The impact of the boundary condition at
the top of the domain of calculation (no-slip wall) has an unexpected impact on the flow
development, promoting a backward velocity and artificially thickening the mixing layer.
Consequently, the average field of ethane (Fig. 13) exhibits an experimental spreading
angle (65“’ ~ 0.11 rad) wider than in the simulation (#5*™ ~ 0.09 rad). Statistics have
been recorded for 10 convective times, i.e. 107, With T¢.,,,,, = 90 ms.

5. Conclusions

A new fully instrumented experimental test-bench has been developed at CORIA lab
to study the injection of inert fluids under supercritical conditions. In this study, Ethane
is injected into a cold or warm environment of Nitrogen. The knowledge of the behavior
of those fluids has been detailed. Results for the breakup length and the spreading an-
gle are in agreement with the literature. It has been shown that the temperature of the
ambient fluid played a major role in jet disintegration when pressure exceeds the critical
pressure of the injected fluid. In case of an ambient temperature higher than the critical
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FIGURE 13. Reynolds average field of ethane.

temperature of injected fluids a diffuse mixing process occurs for low discharge veloci-
ties. For a higher injection velocities, a process of atomization appears but with a larger
spatial distribution of drops. These results were obtained by shadowgraphy and diffused
backlight illumination that gave complementary information. The numerical simulation
performed for the supercritical case exhibited a shorter spreading angle compared to
the value from experiment, certainly because of the modeling of the outlet on side. Also,
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a fully three-dimensional geometry with a modeling comprising a multiphase approach
should be performed to come closer to the real configuration.
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