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The thermodynamic and transport properties of fluids above their critical pressure
deviate significantly from those of an ideal gas. This numerical study addresses the
effect of real gas properties on the behaviour and Large Eddy Simulation (LES) mod-
elling of supercritical flow. The focus is on thermal mixing in nitrogen, above the critical
pressure, but spanning the pseudo-boiling temperature; modelling of these conditions
is challenging because they exhibit steep gradients of density and other physical prop-
erties. Applying a volume-corrected Peng-Robinson real-gas equation of state and real-
gas transport models, three supercritical flow configurations have been considered. The
simplest involves a thermally inhomogeneous constant pressure system; the second,
thermal mixing in a laminar counterflow; and third, a LES of a turbulent jet of cold ni-
trogen mixing with a hot environment. The analysis leads to two novel conclusions for
transcritical flows. First, it has been shown that at low temperatures close to the pseudo-
boiling temperature, the LES filtered density depends strongly on sub-filter temperature
variance, and consequently that thermal dissipation leads to a source term for filtered
density. Second, that sub-filter temperature stratification causes anisotropy in the effec-
tive molecular viscosity – reducing the effective viscosity for shear normal to the temper-
ature gradient, and similarly reducing the effective thermal conductivity below its mean
value. It is found, however, that the LES methodology presented here predicts the mean
density profile of the turbulent nitrogen jet adequately, even though the LES modelling
neglects sub-grid property fluctuations.

1. Introduction
Supercritical fluid injection occurs in combustion systems operating at high pressures;

examples include rocket engine combustors and high compression ratio jet engines
at take-off conditions. Further understanding of supercritical fluid injection is desired
in order to improve predictive models for engine performance. Fluid behaviour at high
pressure deviates from that of a perfect gas, and this leads to differences in the way
turbulent mixing occurs and to how it should be modelled [1–4]. In the context of Large
Eddy Simulation (LES) of turbulent mixing, sub-grid closures are required to describe
the effects of unresolved mixing processes. The objective of the collaborative study
described in this report is to investigate how the properties of supercritical fluid influence
small-scale mixing, and to consider their impact on sub-grid modelling for LES.

Analysis of direct numerical simulation (DNS) results indicates that modelling of tur-
bulent supercritical fluids becomes significantly more challenging when compositional
or thermal inhomogeneity lead to large property gradients within the flow [2, 4], com-
pared to flows without large compositional or thermal variations [3]. In order to isolate
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FIGURE 1. Phase diagram of nitrogen showing the saturation curve, critical point, and the
pseudo-boiling line. Data from NIST [6].

the effects of steep property gradients and to accentuate the associated modelling chal-
lenges, this study focuses on thermal mixing in a single-component fluid at transcritical
conditions. In particular we follow the experimental work by Mayer et al. [5] and consider
nitrogen at a supercritical pressure of 3.97 MPa. This experimental configuration, which
has been modelled using LES in this study, contains a temperature range (127 to 298 K)
which spans the pseudo-boiling temperature (130 K at 3.97 MPa). The pseudo-boiling
temperature occurs at the maximum value of heat capacity, at a given pressure. On the
nitrogen temperature-pressure phase diagram in Fig. 1, the locus of pseudo-boiling tem-
perature is a continuation of the liquid-gas equilibrium line into the supercritical region.

These thermodynamic conditions (referred to as transcritical on account of spanning
the pseudo-boiling temperature) give a density variation from 433 to 45 kg/m3. The
thermal conductivity and the constant pressure heat capacity also vary by an order
of magnitude [6]. The supercritical experiments by Mayer and coworkers have been
the target of numerous numerical simulations. The experimental configuration has been
computed by LES (for example in the work of Ribert et al. in the current proceedings [7]),
and the thermodynamic conditions from the experiments have also been studied using
Direct Numerical Simulation [2].

This report proceeds in Sec. 2 with an introduction to the effects of supercritical fluid
properties on mixing and the associated closures that are required for LES of supercrit-
ical flow. In Sec. 3 the numerical simulation methods used in this study are presented
and, in Sec. 4 the simulation results are analysed in order to investigate sub-grid closure
for LES.

2. Modelling for supercritical LES
Large Eddy Simulation involves solution of spatially filtered conservation equations,

requiring closure models to account for the influence of unresolved – sub-filter-scale or
sub-grid-scale (SGS) – processes.

2.1. Conservation equations

The general conservation equations for a compressible pure component flow are:

∂ρ

∂t
+
∂ρuj
∂xj

= 0, (2.1)
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∂ρui
∂t

+
∂ρuiuj
∂xj

= − ∂p

∂xi
+
∂σij
∂xj

, (2.2)

and expressing energy conservation in terms of the specific enthalpy h:

∂ρh

∂t
+
∂ρujh

∂xj
= − ∂qj

∂xj
+
∂σijui
∂xj

+
Dp

Dt
. (2.3)

Here xj are Cartesian coordinates, t is the time, ρ is the density, ui is the velocity com-
ponent in direction i, and p is the thermodynamic pressure. qj is the heat flux vector
and σij represents the viscous stress tensor. Einstein summation is applied to repeated
Roman subscripts. The heat flux is modeled by Fick’s law with

qj = −λ ∂T
∂xj

. (2.4)

Here λ is the thermal conductivity. The viscous stress tensor for a Newtonian fluid is
defined by

σij = 2µ

(
Sij −

1

3
Skkδij

)
, (2.5)

where µ is the dynamic viscosity and the strain-rate tensor Sij is

Sij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
. (2.6)

Assuming thermodynamic equilibrium the thermodynamic variables (h, p, T , and ρ)
can be expressed as a function of any other two independent thermodynamic variables
in the local state vector φ using a characteristic equation of state. The transport co-
efficients, µ and λ, appearing in molecular flux terms are also a function of the local
thermodynamic state φ.

2.2. LES modelling

The LES differential equations are obtained by filtering Eqs. (2.1)-(2.3) under the as-
sumption that filtering and differentiation commute:

∂ρ̄

∂t
+
∂ρ̄ũj
∂xj

= 0, (2.7)

(ρ̄ũi)

∂t
+
∂ (ρuiuj)

∂xj
= − ∂p̄

∂xi
+
∂σ̄ij
∂xj

− ∂ρ̄τij
∂xj

, (2.8)

∂ρ̄h̃

∂t
+
∂ρujh

∂xj
= − ∂q̄j

∂xj
− ∂ρ̄ζj

∂xj
+
∂σijui
∂xj

− ∂ρ̄τij ũi
∂xj

+
Dp

Dt
. (2.9)

Here (̃.) represents the density weighted (Favre) filtering operation, and (̄.) represents
the unweighted filtering operation.

The SGS fluxes, molecular fluxes, and terms involving the filtered thermodynamic
state variables in Eqs. (2.8) and (2.9) are unclosed and require modelling.

2.2.1. Modelling of sub-grid fluxes

The sub-grid momentum and enthalpy fluxes respectively are equal to:

τij = ũiuj − ũiũj , (2.10)
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and

ζj = ũjh− ũj h̃. (2.11)

The sub-grid flux terms arise due to unresolved velocity fluctuations, and it is their clo-
sure that usually receives the most attention in incompressible or ideal-gas flows, for
example [8–10]. For supercritical flow, Taskinoglu et al. [4] have evaluated the perfor-
mance of various SGS flux models which were previously validated in ideal-gas or in-
compressible flows. Further evaluation and validation of the available SGS flux models
is still required for turbulent flow across a wide range of supercritical conditions. The
progress of SGS flux model validation for supercritical flows is restricted partly by the
limited availability of high-fidelity numerical or experimental data for validation purposes,
and turbulent SGS flux modelling is not addressed directly in this study.

2.2.2. Evaluation of filtered thermodynamic properties

The influence of the unclosed terms other than the SGS fluxes is usually consid-
ered secondary, and the influence of sub-grid variations of thermodynamic and transport
properties are commonly neglected, leading to the assumption that these properties are
a function of the filtered state variable vector:

h = h(φ̄), p = p(φ̄), T = T (φ̄), ρ = ρ(φ̄), µ = µ(φ̄), λ = λ(φ̄). (2.12)

In supercritical flows, however, the contribution of sub-grid property variations may be
significant for LES modelling.

Selle et al. [1] provide an a priori analysis of the filtered pressure gradient term in Eq.
(2.8), finding that the standard closure p = p(φ̄) is inaccurate. Selle et al. [1] and then
Taskinoglu et al. [4] have suggested improved models for the evaluation of the filtered
pressure. The ‘first-order’ model by Taskinoglu et al. [4] results from a first-order Taylor
expansion:

p(φ) ≈ p(φ) +
∂p

∂φm

∣∣∣∣
φ=φ̄

(
φm − φm

)
. (2.13)

Taskinoglu et al. [4] find that the first order correction out-performs Selle’s model given
a LES grid size eight times their DNS grid size. This Taylor expansion modelling can
be applied to the evaluation of other filtered thermodynamic and transport properties.
Pressure-based solution methods, in contrast to the density-based approach used by
Taskinoglu et al. , require computation of the filtered density. The corresponding first
order density closure,

ρ(φ) ≈ ρ(φ) +
∂ρ

∂φm

∣∣∣∣
φ=φ̄

(
φm − φm

)
, (2.14)

has been evaluated below.

2.2.3. The presumed probability density-function approach

The statistical variation of sub-grid properties in a supercritical flow can be described
using a probability density function (PDF). The presumed-PDF approach is applied fre-
quently to turbulent combustion in order to evaluate filtered quantities (such as the
chemical reaction rate) which have a non-linear dependence on sub-filter fluctuations
– flamelet modelling [11] being one of its applications. Indeed, flamelet modelling has
been applied to combusting supercritical flows [12, 13]. Even without combustion, su-
percritical fluid properties have strongly non-linear interdependencies (see Fig. 2) and
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the presumed-PDF approach may again be useful. The modelling complexity of the
presumed-PDF approach increases rapidly with the number of state-space dimensions
that are needed in order to accurately describe the sub-grid variation of the flow. Con-
versely, the presumed-PDF approach is especially useful in two-stream mixing problems
(such as the thermal mixing problems studied here) where variations of thermodynamic
and transport property variation can be mapped effectively to the variation of a single
conserved scalar, so that only the PDF of the conserved scalar needs to be presumed.
In the transcritical nitrogen jet of Mayer et al. [5] the enthalpy is a conserved scalar and,
since the pressure fluctuations in this flow are relatively small, the other properties vary
predominantly due to changes in enthalpy. Therefore an alternative to Eq. (2.12) or Eq.
(2.14) is to integrate over the probability density function of enthalpy:

ρ(φ) ≈
∫ h1

h0

P (h)ρ(h).dh. (2.15)

P (h) is a β-function presumed-PDF [13], defined for the range of enthalpy between the
values in the two streams h0 and h1. The functional dependence of the fluid proper-
ties on the reference variable (h in this case) is obtained from a laminar counterflow
simulation between the two streams.

2.2.4. Evaluation of molecular fluxes

In well resolved LES the molecular fluxes can have similar magnitude to the sub-grid
fluxes and accurate modelling is required. The filtered heat and momentum fluxes, q̄j
and σ̄ij , are unclosed even if the unclosed filtered transport coefficients λ(φ) and µ(φ)
were known. An effective thermal conductivity representing molecular transport at the
scale of the LES grid is defined as:

λmol,j =
qj

∂T/∂xj
, (2.16)

and the effective dynamic viscosity due to grid-scale molecular transport:

µmol,ij =
σij

∂ui/∂xj
. (2.17)

Note that, in general, λmol,j 6= λ(φ) and µmol,ij 6= µ(φ). It is also notable that the effective
transport coefficients depend on direction.

3. Simulation methods
The numerical simulations discussed in this study employ fully consistent real gas

models. The study uses two fluid dynamics solvers, both with the same thermodynamic
and transport models described below. The thermodynamic and transport models have
been implemented by Pohl et al. [13] into the COSILAB [14] one-dimensional solver used
to study the counterflow configuration. Jarczyk [15] has developed a pressure-based
solution method for real-gases within OpenFOAM and this is used for the turbulent jet
configuration.

3.1. Thermodynamic and transport properties

All thermodynamic properties are calculated as the sum of an ideal reference value and
a departure function accounting for real-gas effects based on a real-gas equation of
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state. For closure of the system of conservation equations, enthalpy h and constant-
pressure specific heat cp have to be provided. These are defined as

h(T, p) = h0(T ) +

∫ p

p0

(
V − T

(
∂V

∂T p

))
dp, (3.1)

and

cp(T, p) = cv(T, p)−
T
(

∂p
∂T

)2
V(

∂p
∂V

)
T

. (3.2)

The subscript 0 refers to the ideal reference state at low pressure. The departure func-
tions on the right hand side have to be determined using an appropriate equation
of state. In the work presented here the Peng-Robinson (PR) equation has been ap-
plied [16].

p =
RT

V
− a(T )

V 2 + 2bV − b2
. (3.3)

V is the molar volume and R is the universal gas constant with a value of

R = 8.314472J/(mol ∗K).

The constants a(T ) and b are calculated from empirical relations. a(T ) accounts for
attractive forces between the molecules in the fluid and is determined from the empirical
equation:

a(T ) = 0.457235
R2T 2

c

pc
.

(
1− κ

(
1−

√
T

Tc

))2

. (3.4)

κ = 0.37464 + 1.54226ω − 0.26992ω2 is a function of the acentric factor ω. The coefficient

b = 0.077796RTc/pc

takes into account the effects of the reduction of free volume due to the volume occupied
by the molecules. Tc and pc are the critical temperature and pressure of the modelled
species (N2 : Tc = 126.192K; pc = 33.96bar;ω = 0.0372). Because the Peng-Robinson
equation of state is known to provide poor accuracy in transcritical fluid, an empirical
correction method established by Harstad et al. [17] has been implemented.

Thermal conductivity and dynamic viscosity have been modeled using empirical cor-
relations for dense fluids developed by Chung et al. [18].

The density, specific heat capacity, thermal conductivity and dynamic viscosity models
at 3.97 MPa are compared to measured values [6] across the transcritical temperature
range in Fig. 2, showing good agreement.

3.2. Counterflow simulations

The thermal mixing between two streams of high pressure nitrogen has been studied
in an axi-symmetric laminar counterflow. One-dimensional simulations along the centre-
line of the flow have been performed in physical space using the COSILAB software [14].
The one-dimensional formulation in the axial (y) direction assumes a constant strain rate
a∞ throughout the domain:

∂ρ

∂t
= −∂(ρv)

∂y
− 2ρG (3.5)
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FIGURE 2. Temperature variation of nitrogen’s density, heat capacity, thermal conductivity and
dynamic viscosity at 3.97 MPa. Data from NIST [6] (symbols) and real gas models from Sec. 3.1
(lines).

ρ
∂G

∂t
=

∂

∂y

(
µ
∂G

∂y

)
− ρv

∂G

∂y
− ρG2 + ρ∞a

2
s (3.6)

ρ
∂h

∂t
=
∂qy
∂y

− ρv
∂h

∂y
(3.7)

The velocity in the radial (x) direction is denoted u, and the quantity G is defined by u/x.
The solution domain is 0.35mm long. A constant strain rate of 1000s−1 and boundary

temperatures of 127K and 298K have been applied in order to achieve a steady solution.
A mixture fraction is defined for use in the analysis of the counterflow simulation results:
the mixture fraction is proportional to enthalpy and it equals zero in the cold stream and
unity in the hot stream.

3.3. LES of transcritical nitrogen injection

The turbulent nitrogen jet studied by Mayer et al. [5] involves a 4.9ms−1 127K (case
3), or a 5.4ms−1 137K (case 4) jet of nitrogen issuing into a chamber at 298K and
3.97MPa. These laboratory flows have been modelled with LES. The real-gas mod-
els described above have been implemented into the computational fluid dynamics
(CFD) code OpenFOAM. In contrast with previous density-based LES of supercritical
flows [19–23], a pressure-based solution method is employed. The pressure-based real-
gas implementation by Jarczyk [15] is accurate and highly efficient for low Mach number
flows such as the experiment studied by Mayer [5]. The viscous heating term ∂τijui/∂xj
is negligible for low velocity flows and it has not been included in the modelling. Verifi-
cation and validation of the numerical model is presented in [15].

3.3.1. SGS models

The LES neglects sub-grid fluctuations during the evaluation of the filtered thermody-
namic and transport properties. Eddy-viscosity modelling has been used for the sub-grid
fluxes. The effective viscosity and conductivity are then composed of a laminar and a
turbulent part: µeff = µ(φ̄) + µSGS and λeff = λ(φ̄) + λSGS respectively. The sub-grid
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scale (SGS) viscosity and thermal conductivity are modeled for the results shown below
using a Smagorinsky model. Here µSGS is determined by

µSGS = (CS∆)2
√
S̄ijS̄ij (3.8)

S̄ij is the strain-rate tensor of the filtered quantities, ∆ is the mesh size and CS is the
Smagorinsky constant, which has been set to a value of 0.17. The sub-grid scale thermal
conductivity is then calculated using the turbulent Prandtl number Prt which has been
given a value of 1.0 here,

λSGS =
µSGScp
Prt

. (3.9)

3.3.2. Computational set up

The experimental mixing chamber is a square duct of 60 × 60mm with a length of
about one meter. The injector has a diameter of 2.2mm and a length that assures a fully
turbulent pipe flow at the injector exit. The numerical setup for the jet investigations is
the same used by Schmitt et al. [24]. The injector diameter is identical to the experiment
and the chamber was given a length of 250mm. For the investigations shown below,
the mixing chamber has been assumed to be rotationally symmetric and it was given
a diameter of 122mm. The geometry has been discretized using an O-grid with a total
number of cells of about 1.7 million. The grid has been refined near the injector region,
where the cell size is between 0.1mm and 0.15mm.

At the inlet a time varying fully turbulent velocity profile extracted from a turbulent
pipe flow has been prescribed. The chamber front wall has been assumed to be adia-
batic and the outer chamber walls were given a constant temperature of 298K. A wave
transmissive boundary condition has been prescribed at the outlet. Further details of the
numerical set-up are provided in Ref. [15].

4. Results and discussion
4.1. Analysis of thermal inhomogeneity

The effects of transcritical real gas properties have been investigated first in the case
of a constant pressure system with an inhomogeneous temperature distribution. This
simple system is useful for analysing fluid property effects that may be relevant to LES
modelling of the Mayer et al. case – drawing an analogy between the thermally inho-
mogeneous fluid studied here and a mass of fluid inside a LES filter volume. The fluid
system is defined by a fixed pressure (3.97 MPa) and by specifying a distribution of
temperature. For the purposes of this exploratory study a Gaussian mass distribution
function of temperature has been assumed, where the fraction of mass in the system
with temperature T is given by:

f(T ) =
1√

2πT ′′2
exp

[
− (T − T̄ )

2T ′′2

]
. (4.1)

T̄ and T ′′2 are the mean and variance of T.
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FIGURE 3. Mean density of a thermally inho-
mogeneous system at 3.97 MPa, with T ′′ = 0K
(–), 15K (.), and 30K (- -).
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FIGURE 4. Fractional change in density due
to a fractional change in the temperature vari-
ance, legend as in Fig. 3.

4.1.1. Density and dilatation

Favre mean values of a property X can be computed by integrating over the mass
distribution function:

X̄ =

∫ ∞

0

f(T )X.dT. (4.2)

Since f(T ) is a mass density function, the mean density should be evaluated by first
using Eq. (4.2) to find the specific volume (i.e. X = 1/ρ), and then computing the mean
density as ρ̄ = 1/X̄. The mean density is plotted in Fig. 3 as a function of the mean
temperature for T ′′ = 0, 15, and 30K.

Due to the non-linear relationship between temperature and specific volume the mean
density in Fig. 3 depends on both the mean and variance of the temperature. Note that
the ideal gas equation of state implies a linear relationship between specific volume and
temperature (at constant pressure), so that the mean density of an ideal gas does not
depend on the temperature variance. Above the pseudo-boiling temperature (130K at
3.97MPa in Fig. 3) real gas effects diminish and the density dependence on temper-
ature variance can be neglected. The implication of the dependence on temperature
variance for LES modelling is that sub-grid temperature (or density) variation should be
considered when computing the mean density (or temperature).

A further implication of the dependence of the density on temperature variance is that
thermal dissipation within the LES filter volume tends to reduce the sub-grid temperature
variance, providing a source term for the filtered density. Differentiating the mean den-
sity with respect to temperature variance, and non-dimensionalising with T ′′2/ρ̂ provides
a measure of the fractional density change occurring during one dissipation time-scale.
The non-dimensionalised fractional density change is plotted in Fig. 4; the fractional
density change can be order-unity in the vicinity of the pseudo-boiling temperature, de-
pending on the temperature variance. The fractional density change is mostly negative
(mixing reduces the variance and tends to increase the mean density), and its magni-
tude decreases to zero as the temperature variance decays to zero.

Thermal dissipation causes both positive and negative dilatation of the flow, and the
impact of this dilatation on the fluid dynamcis and modelling of transcritical flow needs
to be assessed. By analogy with the dilatation produced in thin premixed flame fronts,
we speculate that the dilatation in transcritical high density gradient magnitude (HDGM)
layers may be expected to provide a significant hydrodynamic contribution to the sub-
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FIGURE 5. Mean thermal conductivity and dynamic viscosity for a thermally inhomogeneous sys-
tem at 3.97 MPa, with T ′′ = 0K (–), 15K (.), and 30K (- -). Favre averages: (x); µeff,⊥ and λeff :
(o).

grid scalar flux (both gradient or counter gradient in nature depending on the correlation
between the scalar and the dilatation fluctuations for the fluid system in question [26]).
Noting that, in the absence of surface tension, an evaporating liquid-gas interface is
unconditionally unstable to Darrieus–Landau-type hydrodynamic instabilities [27] the di-
latation of transcritical fluid may also lead to instability of the HDGM layers, if not limited
by the stabilising process of density gradient dissipation. It is not clear whether either this
hydrodynamic flux or this hydrodynamic instability can be neglected for all supercritical
fluid systems a priori and further analysis is required.

4.1.2. Transport properties

The influence of temperature inhomogeneities on the averaged transport properties
have also been analysed in the inhomogeneous constant pressure system. Filtered
transport properties are needed in LES to compute the resolved contribution of molecu-
lar transport. The mass-weighted Favre mean thermal conductivity or dynamic viscosity
is found from Eq. (4.2) with X = λ or X = µ, respectively. The thermal conductivity and
the dynamic viscosity both exhibit non-linear relationships with temperature so, as seen
for density, the Favre mean thermal conductivity and dynamic viscosity depend on the
temperature variance, as seen in Fig. 5. The influence of temperature fluctuations on
the Favre mean transport properties becomes significant at low temperatures close to
the pseudo-boiling temperature. While it is usually safe to neglect the effect of sub-grid
temperature fluctuations on transport properties in LES of sub-critical fluids, neglect of
temperature fluctuations in transcritical fluid can lead to greater than 100% error in the
Favre averaged properties.

In LES of transcritical fluid, however, even using the Favre filtered transport coeffi-
cients may lead to errors in computation of molecular transport: consider a contrived flow
configuration illustrated in Fig. 6 in which there is a one-dimensional variation of tem-
perature along the vertical direction within a LES filter volume. There is a corresponding
one-dimensional and non-linear variation of the transport properties as a function of
temperature (and at constant pressure). The resolved velocity field strains this fluid both
parallel and normal to the temperature gradient, and heat transfer occurs in the direction
of the resolved temperature gradient.

An effective molecular viscosity can be defined based on the resolved shear strain
and stress components:

µmol,ij =
τijLj

∆ui
, (4.3)

and an effective thermal conductivity can be defined based on the resolved temperature
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FIGURE 6. Illustration of transport property variation in fluid with a one-dimensional temperature
stratification. Top left: fluid with shear stress perpendicular to the temperature gradient; top centre,
temperature and viscosity variation; top right, fluid with shear stress parallel to the temperature
gradient; bottom left, fluid with heat flux q; bottom centre, temperature and conductivity variation.

gradient and the grid-scale heat flux:

λmol,j =
q̄jLj

∆T
. (4.4)

Lj is the length of the filter volume in the j direction.
In the situation where the shear stresses and heat fluxes are uniform throughout the

volume, the effective molecular viscosity for shear stresses normal to the temperature
gradient is:

1

µmol,⊥
=

∫ ∞

0

f(T )
1

µ(T )
.dT. (4.5)

The effective molecular viscosity for shear stresses parallel to the temperature gradient
equals the Favre average viscosity:

µmol,‖ =

∫ ∞

0

f(T )µ(T ).dT. (4.6)

Therefore, if the temperature field in a transcritical fluid is stratified (at least at the scale
of an LES grid cell), the effective viscosity is anisotropic. Note that the viscosity is at its
minimum close to the pseudo-boiling temperature (the dotted region in Fig. 6) meaning
that the fluid can slip preferentially along the pseudo-boiling surface and thereby reduce
the effective viscosity for shear perpendicular to the temperature gradient. The Favre
average gives the correct effective viscosity for shear parallel to the temperature gra-
dient, but for all other orientations between the temperature and the shear the Favre
average overestimates the effective viscosity. Since shear stresses in stratified turbu-
lent flow tend to align normal to high density gradients [25], µeff,⊥ may provide a better
model for the effective viscosity in turbulent flows than the Favre average, and further
investigation of the effective viscosity in turbulent flows is needed.

Since heat transfer occurs along the direction of the resolved temperature gradient,
the effective conductivity is:

1

λmol
=

∫ ∞

0

f(T )
1

λ(T )
.dT. (4.7)
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This model for the effective conductivity differs from the Favre average conductivity; the
low thermal conductivity in the vicinity of the pseudo-boiling temperature provides a layer
of thermal insulation, reducing the rate of heat transfer below that predicted by the Favre
average conductivity λ̃.

Values of µmol,⊥, µmol,‖ = µ̃, λ̃, and λmol are plotted as a function of mean and
rms temperature in Fig. 5 for the constant pressure inhomogeneous system. Close to
the pseudo-boiling temperature, both the conductivity and the viscosity deviate signif-
icantly from the zero-variance values, as well as depending on the orientation of the
temperature gradient. Since grid-scale molecular transport is often significant in LES, it
is necessary to investigate the modelling of the effective transport properties further in
turbulent transcritical flow.

4.2. Analysis of a transcritical counterflow

The transcritical counterflow configuration has been analysed to quantify the errors as-
sociated with different methods for computing the filtered density. Mixture fraction as
defined in Sec. 3.2 is shown in Fig. 7 for the reference case. A box filter has been ap-
plied with filter size ∆ = 5δρ = 2.0 × 10−5m, where δρ is the thickness of the mixing
layer based on the maximum density gradient; the filtered mixture fraction (Z̃) and the
segregation (Z̃(1− Z̃)) are also shown in Fig. 7. The filter size has been chosen so that
the mixing layer is partially resolved.

4.2.1. Density closure

Using the 5δρ box filter, the filtered density has been evaluated and modelled in three
ways (Fig. 8): Eqs. (2.12), (2.14), and (2.15). The first model (Eq. (2.12)) neglects
sub-filter fluctuations of thermodynamic properties. Second, the flamelet approach (Eq.
(2.15)) is applied, where a presumed β-function distribution of mixture fraction is tested,
taking the filtered mean and variance of mixture fraction from the counterflow solution.
Third, the first-order model by Taskinoglu et al. [4] (Eq. (2.14)) is compared. Even though
the mixing layer is partially resolved, the error due to neglecting sub-grid fluctuations
and also the error due to the first-order model exceed 20% in the vicinity of the pseudo-
boiling temperature (Z=0.1). The flamelet model appears to perform adequately in this
unchallenging test; because the density is a function of the mixture fraction, the inaccu-
racy of the flamelet model is due entirely to differences between β-function presumed
mixture fraction distribution and the sub-filter distribution of mixture fraction in the coun-
terflow. Among the three models considered, the flamelet model appears to have most
potential for achieving good accuracy in flows that can be characterised by two-stream
mixing. The accuracy of the flamelet approach depends on the availability of suitable
models for the probability density function of mixture fraction. The usual β-function mod-
elling of the mixture fraction PDF remains to be validated for turbulent flow at transcritical
conditions.

4.3. Transcritical fluid injection

4.3.1. Main flow features

The transcritical nitrogen jet configuration investigated experimentally by Mayer et
al. [5] has been simulated as described above. A Schlieren visualisation of the predicted
flow field for case 3 in Fig. 9 indicates the presence of well defined HDGM regions in the
near-field of the jet. The centreline density predictions for the transcritical case 3, and
the supercritical case 4, are compared with experimental measurements in Fig. 10. The
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FIGURE 7. Mixture fraction Z (–), filtered mix-
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regation Ẑ(1 − Ẑ) (..) in the base counterflow
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FIGURE 8. The filtered density ρ̂ (•) in the
base counterflow case, and models: ρ(ĥ) (–),
Flamelet (- -), 1st Order (..).

FIGURE 9. Numerically generated instantaneous Schlieren image based on the resolved density
gradient from the LES of case 3.
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FIGURE 10. Measured and simulated centreline density variation for the Mayer et al. turbulent
nitrogen jet case 3 (left) and 4 (right).

agreement is excellent for the supercritical case 4 but the increase in jet penetration
for the high-density transcritical case is over predicted marginally. This highlights the
difficulties associated with modelling the physics associated with the large property gra-
dients occurring in transcritical flows. Detailed discussion of the flow physics predicted
is provided in Ref. [15].
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FIGURE 11. Instantaneous density contours neglecting sub-grid fluctuations (top), first-order
correction (middle), presumed-PDF correction (bottom) (kg/m3) Mayer et al. case 3 [5].
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FIGURE 12. Radial profiles of the normalised instantaneous density corrections (Flamelet (- -),
1st order (–)) at axial position x=0.01m (left) and x=0.022m(right).

4.3.2. Evaluation of the density closure

The three approaches discussed in Sec. 2.2.2 for evaluating the filtered density from
the other resolved variables have been compared in Mayer et al. ’s case 3. The three
density closures (Eqs. (2.12), (2.14), and (2.15)) are computed by post processing an
instantaneous solution field from the LES (which itself employs Eq. (2.12)). This com-
parison does not show the effects of the density closure on the flow field, rather it gives
an indication of the order of magnitude of the corrections to the density that arise due
to use of the first-order (Eq. (2.14)) and the presumed-PDF (Eq. (2.15)) closures. The
first-order correction involves an explicit filtering of the resolved LES fields, which has
been performed using the OpenFOAM ‘Simple’ filtering operation, which corresponds
to a box filter of two times the LES grid size. The enthalpy variance needed to generate
the presumed-PDF has been estimated using a constant value scale-similarity model
(Eq. (2.24) in Ref. [4]). Contour plots of the simulated density field, and the corrections
due to the first-order and presumed-PDF closures are shown in Fig. 11.

Radial profiles of the density corrections are also shown in Fig. 12 at two axial posi-
tions in the near-field of the jet.
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Both the first-order and the presumed-PDF approaches provide a leading-order cor-
rection to the filtered density (and consequently to its derivatives) in the HDGM regions.
The corrections provided by the two methods however are not in agreement. The first-
order model produces a less smooth correction, perhaps because the LES filter size
is greater than the eight DNS grid-scales for which the first-order correction has been
validated previously [4]. The presumed-PDF approach however is expected to work ro-
bustly irrespective of filter size. A full a posteriori evaluation of the respective models
will be required in order to make any conclusions about the relative validity of any of the
three approaches.

5. Conclusions
The effects of real-gas properties on transcritical thermal mixing of nitrogen have been

analysed in the context of Large Eddy Simulation. The simulations used for this analy-
sis employ a volume-corrected Peng-Robinson real-gas equation of state, and real-gas
transport models.

It has been demonstrated that, because of the non-linear relationship between tem-
perature and specific volume at low temperatures in the vicinity of the pseudo-boiling
temperature, the mean or filtered density of a real gas depends strongly on sub-filter
temperature variations. Further, we have introduced a metric, ∂ρ̄/∂T ′′2.(T ′′2/ρ̄), which
measures the impact of thermal dissipation on the filtered density value. The metric in-
dicates that, in the vicinity of the critical temperature, thermal dissipation leads to an
important source term for filtered density. Dissipation processes in turbulent transcritical
flows have not been thoroughly investigated however, and this finding motivates further
investigation.

Sub-filter temperature stratification causes anisotropy in the effective molecular vis-
cosity – reducing the effective viscosity for shear normal to the temperature gradient,
and similarly reducing the effective thermal conductivity below its mean value. Since it
is expected that shear is usually strongest normal to steep density gradients, the pro-
posed expression for the effective molecular viscosity perpendicular to the temperature
gradient appears to be an appropriate model for the effect of temperature stratification
on the effective viscosity. An model for the effective thermal conductivity is also provided,
and both of these models should now be tested.

Two models for the effects of sub-grid fluctuations on the filtered density have been
analysed in a laminar counterflow and a turbulent jet configuration. The analysis in the
counterflow suggests that the flamelet modelling approach is more robust given large
filter sizes, while the analysis of the turbulent jet shows that the correction term is of
leading order. The importance of sub-grid fluctuations to the values of filtered transport
and thermodynamic properties motivates further development of the presumed-PDF
modelling approach.
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